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Abstract: The design process of heating, ventilation, and air conditioning (HVAC) systems is com-
plex and time consuming due to the need to follow design codes. Since the design standards are not 
fixed, the final outcome often depends on the designer’s experience. The development of building 
information modeling (BIM) technology has made information throughout the building lifecycle 
more integrated. BIM-based forward design is now widely used, providing a data foundation for 
combining HVAC system design with machine learning. This paper proposes an unsupervised 
learning method based on deep graph generative models to uncover hidden design patterns and 
optimization strategies from the design results. We trained and validated four deep graph genera-
tive models—GAE, GNF, GAN, and diffusion—using HVAC system terminal pipeline layout data. 
Accuracy and precision metrics were used to compare the generated designs with automated for-
ward design solutions, assessing the models’ ability to capture both local variations and broader 
changes in design logic. A graph-neural-network-based evaluation method was employed to meas-
ure the models’ capacity to detect changes. The results indicate that all four models achieved pre-
diction accuracies exceeding 90% and precision rates above 75%. The models effectively captured 
both local modifications made by designers and global design changes, showing greater sensitivity 
to global layout adjustments than to local updates. When comparing the results generated by deep 
graph generative models and the actual design, it is obvious that the accuracy of the predictions 
varies significantly due to the complexity of the test buildings. 
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1. Introduction 
Building information modeling (BIM) has been widely recognized as a significant 

breakthrough in the architecture, engineering, construction, and owner-operated (AECO) 
sector [1]. Unlike traditional two-dimensional computer-aided design (CAD) drawings, 
BIM offers unified, parametric, and visual models, enabling direct design in three dimen-
sions [2]. This shift provides a solid foundation for automating and optimizing design 
processes. Heating, ventilation, and air conditioning (HVAC) systems, as an important 
component of building energy systems, are often constrained in the design process by the 
engineers’ experience, capabilities, and time limitations [3]. Therefore, BIM provides a 
standardized data foundation that enables the integration of automated and intelligent 
methods in HVAC system design practices [4]. 

Generative design is a process that uses computer algorithms to automatically gen-
erate design outcomes based on parametric inputs, allowing designers to automate parts 
of the design process [5]. With the advancements in machine learning, this approach has 
unlocked new opportunities, enabling the development of parametric models specifically 
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for automated design in HVAC systems [6]. In practical system design, human designers 
often intervene in design results generated by traditional rule-based methods, which high-
lights the limitations of the rule-based methods that fail to account for the nuances of pro-
fessional design habits. In contrast, parametric machine learning approaches can recog-
nize and adapt to these subtleties, leading to design outcomes that more closely mirror 
human-generated solutions. 

This study focuses on the layout design of terminal pipelines within HVAC hydronic 
systems, where deep graph generative models are trained and validated. It introduces 
accuracy and precision metrics to assess the generative designs, comparing them against 
automated design solutions. This study evaluates the model’s ability to capture both local 
variations and shifts in overall design logic. Additionally, it incorporates a previously pro-
posed graph-neural-network-based evaluation method to demonstrate the deep genera-
tive model’s capability to extract implicit design habits and optimization strategies used 
by designers, as observed in case studies. Finally, this study investigates whether the 
graph neural network evaluation model can effectively differentiate the criteria designers 
use to assess and select design schemes. 

2. Literature Review 
2.1. Generative Design in HVAC 

Generative design employs optimization methods to target objectives such as build-
ing energy consumption, economic efficiency, or occupant comfort, ultimately selecting 
appropriate design parameters to achieve optimal architectural solutions [7]. At its core, it 
involves generators and evaluators, using an iterative process of generation and evalua-
tion to create novel design solutions [8]. This approach can creatively produce a variety of 
complex solutions and is commonly applied in fields such as art, engineering, and product 
design, and performance-based design is an example of generative design in the architec-
tural domain. 

Generative design techniques emulate the principles of natural evolution in the de-
sign process and are commonly categorized into the following four types of algorithms in 
architectural design: shape grammars (SG), Lindenmayer Systems (LS), cellular automata 
(CA), and genetic algorithms (GA). Shape grammars involve a set of rules that iteratively 
apply geometric transformations to generate and modify designs [9]. For instance, Stiny 
and Mitchell [10] utilized parametric shape grammar to create a floor plan for Palladian 
villas, while Downing and Flemming [11] applied it to represent spatial organization rules 
for single-story houses. Lindenmayer Systems, or L-systems, are generative rules applied 
recursively to strings. Unlike shape grammars, they operate on auxiliary conditions rather 
than directly on shapes and have been used in generating road networks and for con-
structing shapes [12]. Cellular automata are grids of cells on specific shapes, evolving 
based on rules driven by the states of neighboring cells [13]. Genetic algorithms are heu-
ristic algorithms inspired by the process of natural selection, widely used for generating 
high-quality solutions to optimization problems, often described using variables, con-
straints, and objective functions. 

Among these four algorithms, architects and HVAC engineers primarily utilize ge-
netic algorithms for design optimization. In the HVAC field, genetic algorithms are em-
ployed to optimize various building design parameters, including building orientation, 
shape, window-to-wall ratio, shading [14–16], building envelope properties (such as the 
thermal performance of walls, roofs, and windows) [17,18], HVAC system capacity con-
figurations [19,20], and renewable energy integration [17]. Tuhus-Dubrow and Krarti [21] 
developed a simulation optimization tool using genetic algorithms to optimize building 
shapes and envelope features. Palonen et al. [22] solved a single-objective optimization 
problem using genetic algorithms to minimize the life cycle cost of standalone residences, 
optimizing parameters such as insulation thickness, window U-values, and heat recovery 
type. Wright and Farmani [23] synchronized the optimization of building structure, 
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HVAC system sizing, and control strategies for individual HVAC zones using genetic al-
gorithms. Asiedu et al. [24] designed HVAC systems with minimal lifecycle costs using 
genetic algorithms. Furthermore, Berquist et al. [25] proposed a methodology for employ-
ing genetic algorithms throughout various stages of the HVAC design process, developing 
a MATLAB program to generate zoning strategies for given floor plans. 

Generative design algorithms facilitate the exploration of vast potential design 
spaces, enabling automated evaluation and optimization of these solutions [26]. They ex-
tract and transform design features through induction and reasoning, thereby automating 
the design process. Generative design can parallelize design tasks, manage extensive in-
formation efficiently, and assist designers in identifying optimal design forms through 
automatic feedback and simulation results. 

2.2. Deep Generative Models 
With the advancement of traditional deep learning techniques such as Convolutional 

Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), substantial success 
has been achieved in the mining of Euclidean space data, such as images, as well as se-
quence data, including text and signals. However, graphs, as a unique form of non-Eu-
clidean data that encapsulate the complex relationships between nodes and edges, cannot 
be directly learned using traditional deep learning methods [27]. This has led to the emer-
gence of graph neural networks (GNNs). GNNs are a neural network architecture specif-
ically designed for training on graph-structured data. They iteratively update the repre-
sentation of nodes by aggregating the representations of neighboring nodes and their fea-
ture representations from the previous iteration. 

GNNs can be categorized according to their downstream tasks into graph-level re-
gression/classification tasks, node-level regression/classification tasks, and edge-level re-
gression/classification tasks. From the perspective of graph topology, GNNs can also be 
classified into static and dynamic graph structures [28]. In static graph structures, the to-
pology remains unchanged after formation, while dynamic graphs change nodes or edges. 
Recently, GNN models have seen widespread application in the HVAC domain. Table 1 
summarizes the research tasks related to GNN applications, detailing the graph data 
structures and GNN methods used for each type of application. 

Table 1. Research on the application of graph neural networks in HVAC. 

Application Grap Structure Methods Reference 
Fault diagnosis of HVAC Correlation graphs of building operation data  GCN Fan et al. [29] 

Building energy simulation Parameter correlation graphs based on empirical 
knowledge 

GraphSAGE Chen et al. [30] 

Building load prediction 
Graphs of building spatial relationships with 

building load results GCN Lu et al. [31] 

Regional building energy 
simulation 

Correlation graphs of regional building energy 
consumption data ST-GCN Hu et al. [32] 

Human thermal comfort Heterogeneous data relationship graph for 
different entity data 

GNNs Gnecco et al. [33] 

Building occupancy prediction Spatial relationship graph of the building with 
occupancy GNNs-LSTM Xie et al. [34] 

System control optimization  
Device correlation graph with spatial and temporal 

data GNN-RNN Zhang et al. [35] 

Graph neural networks (GNNs) are capable of learning not only explicit design rules, 
but also implicit rules derived from existing designs, enabling the generation of more 
complex alternative designs. As an end-to-end learning model, GNNs allow raw data to 
be directly input into the model without the need for manual feature extraction [36]. Fur-
thermore, GNNs can automatically learn design rules, thereby reducing the demand for 
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programming expertise. Currently, the use of GNNs in generative design is largely lim-
ited to floor plan generation, indicating that the full potential of GNNs in generative de-
sign has not yet been fully realized. While GNN-based generative design has been exten-
sively applied in other domains, such as structural design, gas distribution network plan-
ning, and urban road traffic design, there remains a lack of sufficient research on its ap-
plication in the design of HVAC systems. 

2.3. Deep Graph Generative Models 
Deep generative models, a subset of generative models based on deep learning tech-

niques, aim to generate new data samples by learning high-dimensional representations 
of data distributions [26]. These models typically rely on neural network architecture and 
are trained using the backpropagation algorithm. By modeling the probability density of 
observable data, deep generative models can stochastically generate sample data. The in-
corporation of multiple hidden layers into these models enhances their complexity and 
learning capacity, allowing them to produce more sophisticated results. Currently, deep 
generative models find extensive applications across various domains, such as natural 
language processing, speech recognition, and computer vision. 

Deep generative models have demonstrated a remarkable capacity to learn complex 
data distributions, enabling them to produce high-quality, realistic data samples such as 
photorealistic images and coherent natural language sentences. Many of these models em-
ploy unsupervised learning techniques, allowing them to infer data distributions without 
requiring additional labels or supervision [37]. This capability empowers deep generative 
models to generate a diverse array of data samples, extending beyond the predominant 
patterns present in the training data. Moreover, these models often learn latent space rep-
resentation, which facilitates interpolation operations that yield smooth transitions be-
tween data points. For instance, in image generation tasks, this can result in a sequence of 
gradually evolving images. Some deep generative models also offer a degree of interpret-
ability, with their outputs being explicable in terms of variations along different dimen-
sions of the latent space. 

Deep graph generative models represent a sophisticated class of generative models 
specifically designed for creating graph-structured data, distinct from traditional genera-
tive models that typically focus on linear data types. These models are adept at generating 
data that inherently possess graph structures, such as social networks, molecular struc-
tures, and transportation networks [38]. The primary challenge for deep graph generative 
models lies in learning how to represent the graph structure, which involves capturing 
the characteristics of nodes and edges, as well as the relationships between them. Com-
mon approaches for this representation include encoding nodes as vectors, node embed-
dings, or subgraph embeddings [39]. 

In this study, four deep graph generative models are investigated, which are graph 
autoencoders [40], generative adversarial networks [41], diffusion neural network models 
[42], and normalized flow models [43]. 

Autoencoders, GANs, normalizing flow models, and diffusion neural network mod-
els are traditionally employed for modeling and training data in Euclidean spaces. How-
ever, graph-structured data reside in non-Euclidean spaces. Consequently, applying these 
models to graph data in this research necessitates mapping graph-structured data to Eu-
clidean spaces through graph embedding techniques. 

Current research on graph generation often assumes that graphs are homogeneous, 
however, different subgraphs within a larger graph may exhibit diverse structural distri-
butions [44]. Real-world graphs encode semantic information through node and edge la-
bels, necessitating that graph generative models learn both the structural and label infor-
mation concurrently. Many existing models focus primarily on learning graph structures 
without adequately capturing the labels of nodes and edges, which often encode critical 
semantic information and influence the graph’s structural properties. 
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While some models are capable of generating domain-specific graphs under specific 
constraints, they frequently lack the generalizability required to apply to other domains. 
Experimental studies in this area are often not comprehensive, relying on simplistic and 
generalized evaluation metrics or focusing predominantly on synthetic or small datasets. 
For deep graph generative models to be truly effective, they must be capable of scaling up 
to larger datasets, thus harnessing more extensive information to generate more realistic 
and representative graphs. 

3. Research Design and Framework 
The technical route of this study is shown in Figure 1, in which the building infor-

mation model of an actual building is first utilized to conduct a forward design of the 
HVAC system using conventional forward design methods in order to obtain the forward 
design results for the building’s HVAC system. Subsequently, we generate graph-struc-
tured data suitable for deep graph neural network model predictions by employing meth-
ods that construct the geometric and topological data of the building space, as well as the 
topology of the HVAC system. Based on the deep graph neural networks and deep graph 
generative models, we perform a predictive analysis on the aforementioned graph-struc-
tured data, generating corresponding HVAC system design solutions and evaluating their 
performance. Finally, we compare the results generated by the deep generative model 
with the actual design outcomes of the building and the forward design results. 

 
Figure 1. Technical route of this study. 

4. Methodology 
The focus of this study is on the piping layout solutions for the terminal water sys-

tems in HVAC systems. Therefore, we model the terminal water piping system as graph-
structured data, where nodes represent terminal devices and edges represent the pipes 
connecting these devices. The feature values of terminal devices are defined as node fea-
tures, while the feature values of pipes are defined as edge features. The objective of ap-
plying the GNN model is to generate a corresponding graph-structured data representa-
tion of the HVAC terminal water system’s piping topology based on the existing building 
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models and their spatial distribution as graph-structured data. Given the above setup, the 
research problem for this section is described as follows: 

As a notational convention, a graph is generally represented as 𝐺 = (𝑉, 𝐸), where 𝑉 = {𝑣ଵ, ⋯ , 𝑣} is the set of nodes and 𝐸 = ൛൫𝑣, 𝑣൯|𝑣, 𝑣 ∈ 𝑉ൟ is the set of edges. Both 
nodes and edges in a graph may have labels, which can be represented as mappings ℒ: 𝑉 → 𝕍  and ℒ: 𝐸 → 𝔼 , where ℒ୬  and ℒୣ  are sets of node and edge labels, respec-
tively. The labels of a node 𝑣 and an edge 𝑒 are denoted by 𝐿(𝑣) and 𝐿(𝑒). 

In this study, we assume that all graphs are connected and contain no self-loops. The 
objective of a graph generative model is to learn a distribution 𝑃ௗ(𝔾) from a given set 
of observed graphs 𝔾 = {𝐺ଵ, ⋯ 𝐺}, where this set of graphs is derived from an underly-
ing hidden distribution 𝑃(𝔾). Each graph 𝐺 may have a different number of nodes and 
edges, as well as a different number of node and edge labels. 

A graph generative model is considered effective when the learned distribution of 
graphs closely approximates the hidden distribution of the graphs, i.e., 𝑃ௗ(𝔾) ≈ 𝑃(𝔾). 
In summary, a graph generative model must be capable of generating graphs similar to 
those produced by the distribution 𝑃(𝔾) without any prior assumptions related to the 
structure or labels of the graphs. 

This study leverages the architectural and HVAC system topological datasets from 
prior research, extracting both the architectural spatial hierarchy topology model and the 
system equipment hierarchy topology model as inputs for the generative model employed 
in this section. Through the training of the encoder and decoder black-box models, a gen-
erative model capable of producing diverse terminal design schemes for HVAC systems 
is ultimately obtained. As illustrated in Figure 1, the encoder in the model presented in 
this section consists of multiple hidden layers, including message-passing layers, pooling 
layers, and linear layers. After processing the graph data through the encoder of the gen-
erative model, the output is transformed into low-dimensional space encoding, which is 
then restored to a graph structure identical to that of the input data structure via the 
model’s decoder. Depending on the decoding method, decoders are classified into func-
tion-decoding white-box decoders and GNN-based black-box decoders. Furthermore, the 
generative model can be categorized into different forms based on the specific loss func-
tion employed during model training. 

4.1. System-Level Data Generation 
The generation of system-level designs is based on the automated design methodol-

ogy for HVAC systems [45]. This encompasses two key aspects of design, as follows: (1) 
the selection of heating and cooling sources for HVAC systems and the generation of top-
ological connections according to the total cooling and heating load of the building; and 
(2) the selection of terminal equipment for the HVAC water system based on the zoning 
results and the distribution of loads in the building plan. Since this study focuses on 
HVAC systems utilizing chillers and boilers as heating and cooling sources and fan coil 
units as terminal equipment, the discussion is limited to the topology and equipment se-
lection specific to this system configuration. 

The layout of terminal piping in HVAC water systems is the primary focus of this 
research. The topological connection diagram of terminal equipment serves as the graph-
structured data at the equipment level within the database for describing the HVAC sys-
tem graph data structure. This study employs two methods, the minimum spanning tree 
and the minimum Steiner tree, under four different boundary conditions, to generate eight 
categories of samples. The specific methodology for generating these designs will not be 
elaborated here. These eight types of samples can simulate the iterative process of design 
modifications by designers during the schematic design phase and, therefore, can be used 
to assess the sensitivity of the deep graph generative models developed in this study to 
both global and local design changes made by designers. 

This study employs two building model generation approaches—survey-based and 
cellular-automata-based—to generate floor layouts. As shown in Figure 2, a total of 550 
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building layouts with varying spatial structures were created to serve as input conditions 
for the generation of HVAC system designs. Based on the generated building layouts and 
pre-defined design parameters, such as the number of floors, floor height, room dimen-
sions, and window-to-wall ratio, a sample space comprising a large number of building 
model samples was constructed. Through random sampling from this sample space, 2000 
building models were selected for the generation of topological graph data for both the 
buildings and the HVAC systems. Using these generated building models, in conjunction 
with automated HVAC system design methods, this study employed a parametric ap-
proach to generate HVAC system data, including load calculations, system selection, and 
the connection of terminal equipment. The generated cases were stored in the graph da-
tabase Neo4j in the form of graph data, facilitating easy access to and modification of the 
data. 

 
Figure 2. The process of generating the case dataset. 

4.2. Architecture of the Deep Graph Generative Model 
Based on the aforementioned methodology, this study implements four distinct 

structures of deep graph generative models, each differing in their encoder/decoder ar-
chitecture and training loss functions. These models are trained on the previously men-
tioned dataset, and their training processes are depicted in Figure 3. 

The primary objective of the aforementioned models is to learn the probability dis-
tribution of data and generate new data samples, allowing for their comparison and sub-
stitution to some extent. Autoencoders, diffusion models, and flow models can be used 
for probability density estimation by learning the data’s probability distribution. Each 
model employs distinct methods to model data distribution, as follows: autoencoders 
minimize reconstruction error, diffusion models iteratively generate data through diffu-
sion processes, and flow models use invertible transformations to map simple distribu-
tions to complex ones. GANs, diffusion models, and flow models focus on generating new 
data samples that resemble the true data distribution. They employ various mechanisms 
for data generation, as follows: autoencoders produce predictive data through the encod-
ing and decoding of input sample vectors, GANs create realistic data via adversarial train-
ing, diffusion models generate data through iterative diffusion processes, and flow mod-
els produce complex distributions from simple ones through invertible transformations. 

All four deep graph generative models utilize graph-structured data as the input. 
They employ various encoding techniques to map this data into a low-dimensional latent 
space. During the prediction phase, the models use different decoders to reconstruct the 
low-dimensional latent data back into high-dimensional, graph-structured data. This 
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enables the generation of graph-structured data through the models’ encoding and de-
coding mechanisms. 

Within this graph generation framework, the four models differ in their encoding/de-
coding approaches and loss function calculations. These models can be broadly catego-
rized into the following two types: (1) autoencoders and GANs, which leverage GNNs 
with message-passing layers as the primary structure for both encoders and decoders; and 
(2) normalizing flow models and diffusion models, which utilize functional mappings to 
encode and decode graph-embedded data. 

The key distinction between autoencoders and GANs lies in their training methodol-
ogies. Autoencoders employ conventional loss functions to compute loss values, whereas 
GANs use a discriminator to determine the generator’s training direction based on the 
similarity between generated and real data. Normalizing flow models differ from diffu-
sion models in that they rely on reversible functional mappings to transform graph-em-
bedded latent variables into low-dimensional spaces and then use inverse transformations 
to decode these variables. In contrast, diffusion models establish a noise-based frame-
work, mapping graph-embedded latent variables into a stochastic variable space through 
noise addition and removal, and subsequently reconstructing the original data from this 
space. 

This research focuses on the hierarchical topological connections of terminal devices 
in HVAC systems, which are represented as homogenous graphs with attributed nodes 
and edges. The graphs used in this study are undirected, particularly those depicting the 
water supply topology of terminal systems, while omitting return water pipelines, thereby 
classifying them as undirected attributed graphs. These graph data types are employed in 
training the four deep graph generative models. 

 
Figure 3. Training process of deep graph generative models. 

To meet this study’s objectives of generating system designs and terminal layout so-
lutions from architectural topology graph data, both model inputs and outputs have been 
tailored accordingly. As shown in Figure 4, for autoencoders and GANs, architectural to-
pology graphs and random noise graphs generated from these topology graphs serve as 
the inputs, while the output is the system topology graph generated by the model. The 
random noise graph acts as a foundational basis for system topology graph generation, 
with training losses calculated in reference to the actual system topology graph. Normal-
izing flow models and diffusion models both employ architectural topology graphs and 
random noise graphs as inputs, producing architectural and system topology graphs as 
outputs. During training, the generated system topology graph is compared with the real 
system topology graph to calculate loss, which is then backpropagated through graph 
embeddings and function mapping/noise models to update the model parameters. 
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GNF Diffusion 

Figure 4. Deep graph generative models’ structure. 

4.3. Deep Graph Generative Model Training 
This study employs the following four distinct generative models to train on the pre-

viously generated case studies: GAE, GAN, diffusion neural network model (diffusion), 
and normalizing flow model (GNF). Based on the encoder architecture, two additional 
variants were derived: the variational graph autoencoder (VGAE) and the variational nor-
malizing flow model (VGNF). Therefore, the deep graph generative models selected for 
this research total six, as follows: GAE, VGAE, GAN, diffusion, GNF, and VGNF. In the 
following sections, these models will be referred to by their respective acronyms. A brief 
overview of the structure of the six deep graph generative models used in this study is 
provided below. 
(1) GAE and VGAE 

The encoder component of the GAE comprises four convolutional layers and one lin-
ear layer, with ReLU-based activation layers placed between every two convolutional lay-
ers. In contrast, the encoder of the VGAE includes an additional convolutional layer to 
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compute the mean 𝜇 and standard deviation 𝜎 for the variational inference process. Both 
the GAE and VGAE employ the same decoder architecture, which generates the adjacency 
matrix of the output graph by computing the inner product of the encoder’s output matrix 
and its transpose. 
(2) GNF and VGNF 

The encoder of the GNF is composed of four convolutional layers and one linear 
layer, with ReLU-based activation functions applied between every pair of convolutional 
layers. Unlike the GAE, the GNF encoder includes an additional forward computation 
layer consisting of two convolutional layers, a sampling layer, and two backward compu-
tation layers. The VGNF encoder extends the GNF encoder by incorporating an extra con-
volutional layer to compute the mean (𝜇) and standard deviation (𝜎) required for varia-
tional inference. The decoders of both the GNF and the VGNF mirror those of the GAE 
and VGAE, generating the graph’s adjacency matrix by calculating the inner product of 
the encoder’s output matrix and its transpose. 

(3) GAN 
The generator of the GAN comprises two convolutional layers followed by four lin-

ear layers, with ReLU activation functions applied between each pair of convolutional and 
linear layers. The output layer of the generator consists of two convolutional layers, con-
figured identically to the encoder of the VGAE. The discriminator in the GAN is similarly 
structured with two convolutional layers and four linear layers, interspersed with ReLU 
activation functions between each pair of convolutional and linear layers. Additionally, 
dropout layers are integrated within the convolutional layers of the discriminator to en-
hance model robustness. 

(4) Diffusion 
The diffusion model’s forward computation process consists of four convolutional 

layers, two normalization layers, and one linear layer, with ReLU activation functions ap-
plied between each pair of convolutional layers. The backward computation process is 
similarly composed of four convolutional layers, two normalization layers, and two linear 
layers. However, the backward computation process differs in that the input includes one 
sampling layer and the output includes one self-attention layer. The output layer of the 
model also comprises two convolutional layers. 

In this study, a dataset with eight different sample categories was generated, each 
containing 2000 graph-structured data samples. For the training of deep graph generative 
models, each sample category’s data was split into training, testing, and validation sets, 
with 1600 samples allocated to the training set, 200 samples to the testing set, and 200 
samples to the validation set. The models were implemented using the PyTorch frame-
work and accelerated using GPU resources. After multiple tests to ensure convergence of 
all model training parameters, the final number of training steps was set to 200. The train-
ing process recorded the loss function results on both the training and testing sets for each 
step. To enhance the prediction accuracy and reduce the prediction loss of the deep graph 
generative models, hyperparameter tuning was performed. 

4.4. Hyperparameter Tuning for Models 
The hyperparameter tuning process for general deep learning models typically in-

volves considering factors such as learning rate, loss function (including its hyperparam-
eters), batch size, dropout rate, weight decay, optimizer momentum, model depth, and 
convolutional kernel size. In the context of the deep graph generative models discussed 
in this section, the primary hyperparameters adjusted include the learning rate, batch size, 
and number of output channels for certain models. By using the generated dataset of 
building and HVAC system graph structures as input data for parameter tuning, the re-
sulting loss function curves for the six deep graph generative models employed in this 
study across different sample categories are depicted in Figure 5. The lines with different 
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colors in Figure 5 indicate the loss values during training for different combinations of 
hyperparameters. Additionally, the optimal hyperparameter combinations are presented 
in Table 2. 

  
Class 1 Class 2 Class 3 

  
Class 4 Class 5 Class 6 

  
Class 7 Class 8 

Figure 5. Loss function results of different classes in the GAE model. 

Table 2. The optimal hyperparameter combination for different classes in the GAE model. 

Class 1 2 3 4 5 6 7 8 
Learning ratio (10−4) 9.95 5.17 9.08 3.08 9.73 4.57 9.77 7.26 
Batch size 8 8 8 8 8 8 8 8 
Output channels 64 128 64 128 64 128 64 128 

4.5. Result and Diagram Generation 
This study utilizes deep graph generative models to input architectural planar topol-

ogy data, augmented with random noise, enabling the model to produce diverse predicted 
layouts for HVAC system terminal equipment. The output of the deep graph neural net-
work models employed in this section is represented as an adjacency probability matrix, 
corresponding to the graph-structured data of HVAC system terminal equipment layouts. 
Each element in this adjacency matrix signifies the probability of an edge existing between 
the adjacent nodes in the graph-structured data. In this study, a graph is represented as G = (V, E) , where V = {𝑣ଵ, ⋯ , 𝑣}  denotes the set of nodes and E = ൛൫𝑣, 𝑣൯|𝑣, 𝑣 ∈ 𝑉ൟ 
denotes the set of edges. The adjacency probability matrix of the graph is expressed as 
follows: 
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𝐴 =   𝑎ଵଵ ⋯ 𝑎ଵ⋮ ⋱ ⋮𝑎ଵ ⋯ 𝑎൩ , 𝑎 ∈ [0, 1] (1)

where 𝑎 denotes the probability of forming edges between the nodes output by the 
deep graph generative model. 

In this paper, the confidence coefficient C is introduced, and the element 𝑎 in the 
adjacency probability matrix in Equation (1) is treated as follows: 𝑎ᇱ =  ൜0, 𝑎 < 𝐶1, 𝑎 ≥ 𝐶  (2)

The adjacency probability matrix 𝐴 is processed by Equation (2) as an adjacency 
matrix 𝐴 whose element 𝑎ᇱ has the value of 0 or 1. Therefore, this study transforms 
the problem of evaluating the generation results of the deep graph generative model into 
the problem of comparing the consistency of the predicted generation results with the 
actual results of binary classification of the elements of the adjacency matrix 𝐴′. There are 
many existing evaluation metrics for machine learning classification problems, among 
which the common ones include the following: confusion matrix, accuracy rate, error rate, 
precision rate, recall rate, F1 score, and Kappa coefficient. Here, the above results are com-
pared with the original design results and calculate the accuracy and precision of the 
model prediction results and the actual results of the data, both of which are calculated 
by the following formulas: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑛௧𝑛௧௧ =  𝑇𝑃 + 𝑇𝑁𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁  (3)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃𝑇𝑃 + 𝐹𝑃  (4)

where 𝑛௧ is the number of elements in the adjacency matrix 𝐴 that agree with the 
elements at the corresponding positions of 𝐴′; 𝑛௧௧ is the total number of elements in 
the adjacency matrix 𝐴; TP is the number of elements in the adjacency matrix 𝐴, for which 
the elements at the corresponding positions of 𝐴′ are 1 and are predicted to be 1; TN is 
the number of elements in the adjacency matrix 𝐴, for which the elements at the corre-
sponding positions of 𝐴′ are 0 and are predicted to be 0; FP is the number of elements in 
the adjacency matrix 𝐴, for which the number of elements whose relative position ele-
ments are 0, but are predicted to be 1; and FN is the number of elements whose relative 
position elements are 1, but are predicted to be 0, in the adjacency matrix 𝐴′. 

As shown in Equation (2), the adjacency matrix 𝐴 formed by the model prediction 
results is related to the value of the confidence coefficient, and the larger the value of the 
confidence coefficient is, the fewer elements in the adjacency matrix are judged to be 1, 
and the fewer elements in the graph structure that can be generated as equipment con-
necting tubes; moreover, as shown in Equation (4), the TP of the adjacency matrix will be 
reduced, and the accuracy of the model prediction results will be decreased. However, the 
accuracy calculation result in Equation (3) is related to both TP and TN in the adjacency 
matrix, so it needs to be analyzed in combination with the model prediction result and the 
actual situation of the sample. 

The above analysis is based on the similarity analysis between the model prediction 
results and the model sample inputs, which is not representative of an evaluation index 
of the merits of the model prediction results, and this study evaluates the prediction re-
sults of the model in this section in combination with the GNN-based scheme evaluation 
method proposed in this paper. This assessment contains four subjective and objective 
evaluation indexes, which are the hydraulic balance index 𝐼ு, economy index 𝐼ா, reason-
ableness index 𝐼ோ , and aesthetics index 𝐼 . This study will analyze the scoring 



Buildings 2024, 14, 3405 13 of 29 
 

performance of the prediction results of the deep graph generative models in this section 
on these four indices. 

5. Case Study 
Three actual BIM models were selected for the generation of design solutions for 

HVAC systems. The feasibility and generalizability of the technical route adopted in this 
study will be verified by comparing the differences between the results of the parameter-
ized design of the system based on the case generation method and the results of the au-
tomated design with the results of the actual building design. 

This paper focuses on verifying the effectiveness of the deep graph network model 
in the HVAC terminal piping system scoring task, as well as the effectiveness of the deep 
graph generative model in the HVAC system solution generation task, by testing the ac-
tual building model. The BIM model of the actual building first uses the HVAC system 
automated design method to obtain the design results of the HVAC system. After that, 
combining the methods of this paper for generating the geometric topology data of the 
building space and the topology data of the HVAC system, we construct the graph struc-
ture data that meet the prediction of the deep graph neural network model and analyze 
the prediction of the above graph structure data based on the deep graph neural network 
and the deep graph generative model to generate the corresponding results of the HVAC 
system scheme and score them. At the same time, this section will also compare the results 
of the deep generative model with the actual design results of the building and the results 
of the automated design. 

5.1. Building Model Simplification 
Based on the BIM simplification process outlined in previous studies, this study first 

performs model simplification on the original building model to obtain the spatial volume 
model of the building. The standard layer of the original building model is picked up to 
construct the baseline model for the scheme generation of the deep graph generative 
model. As shown in Figure 6, Case 1 is characterized by a relatively complex spatial layout 
of the building, and the results of the terminal piping layout of the HVAC system are 
relatively complex, which can be used to verify the reasonableness of the terminal piping 
layout method of this study in the complex building plan. Case 2 is characterized by the 
existence of a large atrium area as a multiple connected area in the spatial layout of the 
building plan, which can be used to test the applicability of the terminal pipe layout 
method in this study for the existence of a multiple connected area. Case 3 is characterized 
by a larger building plan layout, a larger number of air-conditioning rooms in the plan, 
and a longer dry pipe stroke in the terminal piping layout of the HVAC system, which is 
suitable for verifying the applicability of the piping layout method of this study in the case 
of a larger number of terminals in the building plan layout. 

 
Case 1 Case 2 Case 3 

Figure 6. Building layouts of three cases. 

To facilitate the processing of building information in the automated design process, 
this study first simplifies the original building model of the test building by eliminating 
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the information of beams, ramps, and other decorative structures. This simplifies the in-
formation of doors, windows, staircases, and glass curtain walls; retains only the infor-
mation necessary for the conversion of the building information model into a building 
energy model, as shown in Figure 7; and extracts a typical building floor plan, as shown 
in Figure 8, as the building floor plan layout for this study in this section. 

 
Case 1 

 
Case 2 Case 3 

Figure 7. Building floor plans of three cases. 

 
Case 1 

 
Case 2 Case 3 

Figure 8. Zoning results of the building plan. 
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In this paper, according to the geometric layout of the building space and functional 
distribution of the three cases, building zoning was carried out in accordance with the 
scheme shown in Figure 8, in which the light blue areas are air-conditioned zones, the 
orange areas are corridors and open public space zones, the yellow zones are for tube 
wells or equipment rooms, and the gray and other white zones are non-air-conditioning 
zones. 

The results of the actual design scheme of the terminal layout of the HVAC water 
system of the test case building selected in this paper are shown in Figure 9. In order to 
allow the actual building design results to be compared with the results of the forward 
design and the deep graph generative models in this paper under the same data frame-
work, this study simplifies the actual design scheme of the case building and maps the 
actual design scheme to the topology constructed in this paper. 

Firstly, this study simplifies the terminal equipment of the water system in the layout 
of the actual design scheme into graph structure data nodes, and its spatial geometric lo-
cation information is matched with the results of the building plan grid division and room 
functional partitioning, so that we can obtain the distribution of the simplified terminal 
equipment nodes of the system in the building plan space. 

Secondly, based on the distribution of the terminal equipment nodes of the system 
mentioned above, this study abstracts the piping layout results in the actual design results, 
obtains the piping layout scheme that can match the terminal equipment nodes, and cal-
culates and extracts the characteristic parameters of the equipment nodes and the design 
parameters of the intermediate nodes on the piping layout in this layout scheme. At the 
same time, the results of the load calculation of the building, the results of the selection of 
the system cooling and heating sources, etc., are also transformed and stored in this study. 

Finally, this study maps the actual design schemes of the three selected case buildings 
to the topology data constructed in this paper, and the results of the terminal piping layout 
are shown in Figure 10. 

 
Case 1 

Case 2 Case 3 

Figure 9. Results of the actual design plan for the terminal layout of the HVAC water system in 
case buildings. 
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Case 1 Case 2 Case 3 

Figure 10. Case building system actual design solution conversion results. 

5.2. Automated Design Solution Generation 
The above simplified building model is used to form a building energy model for 

load calculation by setting the building envelope parameters, personnel, equipment, light-
ing schedules, etc. In this paper, EnergyPlus is used for load calculation based on the ideal 
air-conditioning system settings of the corresponding building energy consumption 
model, and the results of the building cooling and heating loads are obtained. Figure 11 
shows the calculated values of cooling load indexes for each functional partition of the air-
conditioning area of the processed building plane. 

   
Case 1 Case 2 Case 3 

Figure 11. Results of cooling load (W/m2) for each air conditioning zone of the buildings’ plane. 

Based on the design value of the cold load index of each functional partition of the 
case building, the HVAC system cooling and heating source and terminal equipment se-
lection calculation can be carried out for the case building, taking Case 1 as an example. 
In this paper, we selected the Boruvka minimum spanning tree algorithm and the mini-
mum Steno tree algorithm and generated four weighted diagrams based on four different 
boundary conditions as input conditions for the minimum spanning tree algorithm, as 
well as the minimum Steiner tree, as follows: 
1. Completely equally weighted graphs; 
2. Restriction of the node out-degree of the equipment room to one, i.e., connecting lines 

outward in only one direction at that point; 
3. Non-equal-weighted graph, setting the weight value of air-conditioned areas higher 

than that of the non-air-conditioned areas. (4) The same as in (3); 
4. The same non-equal-weighted graph as in (3), while restricting the node out-degree 

of the equipment room to one. 
For the three case building models selected in this section, the results of the HVAC 

terminal water system equipment layout divided into eight sample classes corresponding 
to each case building plan are shown in Figure 12, respectively. As can be seen in the fig-
ure, eight different terminal piping layout results can be generated for each of the three 
cases using the automated design methodology of this study. The results generated based 
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on Boundary Conditions 1 and 2 and Boundary Conditions 3 and 4 have only localized 
layout differences at the equipment room nodes. The results show that Sample Classes 3 
and 4 utilize more of the corridor area in the building floor plan for layout, which is a 
better design rationalization than that of Sample Classes 1 and 2. 

Class 1 Class 2 Class 3 Class 4 

Class 5 Class 6 Class 7 Class 8 

Figure 12. Schematic diagram of system terminal piping layout for building Case 1. 

5.3. System Solution Generation Results 
In this paper, by using the deep graph generative model for the HVAC water system 

terminal equipment topology connection scheme generation method, the confidence co-
efficient of the model is optimized. The confidence coefficient is defined in mathematics 
as the degree of confidence that a sample represents the whole. Similarly, the confidence 
coefficient in this study represents the degree of confidence in the probability of occur-
rence of edges between the nodes in a graph. For example, when the confidence coefficient 
takes the value of 0.5, the elements in the adjacency matrix of the graph with the proba-
bility values greater than 0.5 will be considered as edges. The confidence value of the GAN 
model in the scheme generation results is set to 0.7, according to the rule that the out-
degree of a node in the graph is at least 1. The model prediction results of the HVAC 
terminal water system layout of the test cases are shown in Figure 13. In addition to the 
GAN model, five other models were also tested in this study using the same methodology. 

Class 1 Class 2 Class 3 Class 4 

Class 5 Class 6 Class 7 Class 8 
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Figure 13. The GAN model predicts the final water piping layout of building Case 1. 

In this study, the model prediction results of the deep graph generative model are 
evaluated, and the reference for the evaluation of the scenario generation results is the 
HVAC water system terminal equipment topology connection scenario generated based 
on the boundary conditions corresponding to Sample Class 4 using the automated design 
method shown in Figure 12. The evaluation metrics are selected to evaluate the accuracy 
of the graph structural data adjacency matrix of the predicted scenario with respect to the 
adjacency matrix of the deep graph generative model prediction results in accuracy and 
precision, as shown in Tables 3 and 4, and the table information visualization of statistical 
graphs, as shown in Figures 14 and 15. 

Table 3. Accuracy of prediction results of deep graph generative models (%). 

 Model 1 2 3 4 5 6 7 8 Average Case Average 

Case 1 

GAN 98.3 98.4 99 98.9 97.9 97.9 98.9 98.6 98.5 

98.5 

GAE 98.1 98.4 98.9 98.9 98.3 98.2 98.9 99 98.6 
VGAE 98.3 98.3 98.9 98.8 98.2 98.3 98.6 98.6 98.5 
GNF 98.7 98.4 98.8 99.1 98 98.1 98.7 98.8 98.6 

VGNF 98 98.5 98.8 99 97.9 97.9 98.6 98.7 98.4 
Diffusion 98.6 97.3 99 98.2 97.6 98.4 98.1 99.1 98.3 

Case 2 

GAN 98.8 98.8 99.9 99.2 97.8 97.8 99 99 98.8 

98.9 

GAE 98.8 98.6 99.8 99.5 98.4 98.6 99.2 99.1 99.0 
VGAE 99.5 98.6 99.3 99.5 98.4 98.5 99.2 99.4 99.1 
GNF 100 97.5 100 97.5 98.6 98.6 99.2 99.1 98.8 

VGNF 98.8 99.3 99.6 99.6 97.8 98.3 99.1 98.9 98.9 
Diffusion 98.6 99.2 99.5 99.1 97.6 98.5 99.6 98.2 98.8 

Case 3 

GAN 98.4 98.8 99.4 99.4 98.1 98.1 99.4 99.5 98.9 

99.3 

GAE 99.2 98.2 99.5 99.7 99.5 99.5 99.4 99.4 99.3 
VGAE 99.2 99.1 99.4 99.4 99.6 99.5 99.3 99.5 99.4 
GNF 99.3 99.7 99.6 99.7 99.4 99.7 99.7 99.7 99.6 

VGNF 98.9 99.1 99.5 99.6 99.7 99.5 99.7 99.5 99.4 
Diffusion 98.2 99.5 99.2 99.4 99.5 99.7 99.7 99.5 99.3 

 
Figure 14. Accuracy statistics of the prediction results of the deep graph generative model. 

The results presented in Table 3 show that, when using the deep graph generative 
models of this study with building spatial topology information as the input, the predic-
tion result accuracy of all models averaged 98.5%, 98.9%, and 99.3% in the three cases, 
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respectively. For each test case, the average accuracy of the predictions using different 
models on the eight sample class boundary conditions is also above 98.3%, 98.8%, and 
98.9%, respectively. As can be seen from the distribution of the model prediction result 
accuracies shown in Figure 14, the models used in this study generally outperformed the 
other two cases in terms of prediction result accuracies for Case 3. From the overall distri-
bution of data on the graph, in the case of positive design solutions generated based on 
eight different boundary conditions against each other, the six deep graph generative 
models used in this study all achieved more than 97% in terms of prediction accuracy, 
which indicates that the prediction results of the deep graph generative models used in 
this study have an ideal accuracy. 

Table 4. Precision of prediction results of deep graph generative models (%). 

 Model 1 2 3 4 5 6 7 8 Average Case Average 

Case 1 

GAN 65.8 67.1 79.7 77.2 56.9 58.2 77.2 70.9 69.1 

69.8 

GAE 62 67.1 77.2 78.5 65.8 63.3 77.2 79.7 71.4 
VGAE 64.6 64.6 77.2 75.9 63.3 65.8 72.2 72.2 69.5 
GNF 72.2 68.4 75.9 82.3 59.5 60.8 73.4 74.7 70.9 

VGNF 59.5 69.6 76 79.7 58.2 57 72.2 73.4 68.2 
Diffusion 66.5 62.4 75.4 80.5 60.3 62.5 72.2 76.5 69.5 

Case 2 

GAN 75.3 75.3 97.4 84.4 57.1 57.1 80.5 80.5 76.0 

80.0 

GAE 75.3 72.7 96.1 90.9 67.5 71.4 84.4 83.1 80.2 
VGAE 89.6 71.4 87 89.6 67.5 70.1 84.4 88.3 81.0 
GNF 100 97.5 100 94.6 71.4 71.4 84.4 81.8 87.6 

VGNF 75.3 85.7 92.2 92.2 57.1 66.2 81.8 79.2 78.7 
Diffusion 65.3 75.5 82.6 86.2 65.1 73.2 79.8 84.2 76.5 

Case 3 

GAN 68.4 76.3 88.2 88.2 63.2 63.2 88.2 89.5 78.2 

86.7 

GAE 84.2 64.5 90.8 93.4 90.8 89.5 88.2 88.2 86.2 
VGAE 84.2 81.6 88.2 88.2 92.1 90.8 86.8 89.5 87.7 
GNF 86.8 93.4 92.1 93.4 88.2 94.7 94.7 93.4 92.1 

VGNF 78.9 82.9 89.5 92.1 93.4 89.5 93.4 90.8 88.8 
Diffusion 75.3 85.4 87.3 84.6 90.5 86.8 94.6 91.6 87.0 

 
Figure 15. Precision of prediction results of deep graph generative models (%). 

The results presented in Table 4 show that the accuracy of the prediction results of 
the deep graph generative model on the different case buildings varies considerably, with 
the average accuracy for the three cases being 69.8%, 80.0%, and 86.7%, respectively. For 
each test case, the average accuracy of the predictions of the eight sample class boundary 
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conditions using different models was above 68.2%, 76.0%, and 78.2%, respectively. The 
accuracy of model prediction is used to characterize how accurately the model predicts 
the positive sample results, and it can be seen that the deep graph generative model has 
some differences in predicting the layout details of the design results with the positive 
design results of its control, which are manifested in the missing and ectopic piping of the 
local piping layout. As can be seen from the distribution of the accuracy of the model 
prediction results presented in Figure 15, the accuracy of the model used in this study in 
predicting the results in Case 3 is generally better than that of the other two cases. From 
the overall distribution of data on the graph, in the case of positive design solutions gen-
erated based on eight different boundary conditions against each other, most of the six 
deep graph generative models used in this study exceeded 60% in prediction accuracy; 
moreover, only a small number of the models performed poorly in prediction results, 
which indicates that the prediction results of the deep graph generative models used in 
this study have good accuracy. 

The three case buildings used for testing in this section all had existing HVAC water 
system design results that had been manually designed by the designers. The HVAC wa-
ter system design results of the case buildings were simplified and integrated into the 
graph structure data presented in this study to facilitate their comparison with the auto-
mated design and model prediction results. 

5.4. Experimental Results 
In this study, the automated design results generated using eight different boundary 

conditions are compared with the transformation results of the actual design schemes of 
the test case buildings to evaluate the automated design generated schemes. The evalua-
tion metrics are selected as the accuracy and precision metrics of the adjacency matrix of 
the graph structure data of the automated design scheme relative to the adjacency matrix 
of the actual design scheme of the building. The calculation can obtain the accuracy and 
precision of the results of the automated design scheme generated using different bound-
ary conditions, as shown in Tables 5 and 6. 

From Table 5, it can be seen that the accuracy of the automated design schemes com-
pared to the actual design schemes all exhibit high levels of accuracy, being 98.5%, 98.6%, 
and 99.1% for the three cases, respectively, and the accuracy performance on the different 
sample classes is above 90%. In contrast, the accuracy of the automated design solutions 
compared to the actual design solutions shown in Table 6 is relatively low, and the range 
of accuracy is different for different cases, with the accuracy range of Case 1 being 50–
80%, Case 2 being 60–80%, and Case 3 being 60–95%. Case 1 is characterized by its rela-
tively complex building space layout. The results of the HVAC system terminal piping 
layout are relatively complex. From Figures 10 and 12, a comparison can be seen, where 
the actual design of the terminal piping layout scheme is simpler, and there is no piping 
through the stairwell and the other non-air-conditioning areas, so the accuracy of its nor-
mal design results is lower. Case 2 is characterized by the existence of a larger atrium area 
as a compound connectivity area in its building plan space layout. By comparing Figures 
10 and 12, it can be seen that the automated design method is applicable to the existence 
of larger compound connectivity domains; however, with the increase of the relative dis-
tance between the position of the terminals and the pipe wells, the weight of the air-con-
ditioning area in the graph data decreases according to its proportion of the whole plan 
layout. And it is easy to see more longer piping layouts are located in the air-conditioning 
areas. Case 3 is characterized by a larger building plan layout, a larger number of air-
conditioning rooms in the plan, and a longer stroke of the trunk pipe in the terminal pip-
ing layout of the HVAC system, so there is also a long piping layout in the air-conditioning 
area, but the overall trend of the layout is better than that found in Case 2, so the accuracy 
index of the program is relatively high. 
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Table 5. Accuracy of the automated design solution compared to that of the actual design solution 
(%). 

Case 1 2 3 4 5 6 7 8 Average 
Case 1 98.1 98.2 98 98.1 98.8 99.1 98.7 98.9 98.5  
Case 2 98.2 98.3 98.4 98.4 98.6 98.7 99.1 99.1 98.6  
Case 3 99.3 99.5 99.4 99.5 98.1 98.2 99.5 99.6 99.1  

Table 6. Precision of the automated design solution compared to that of the actual design solution 
(%). 

Case 1 2 3 4 5 6 7 8 Average 
Case 1 54.4 57 53.2 55.7 70.9 75.9 67.1 70.9 63.1  
Case 2 61.4 62.3 63.6 64.9 68.8 70.1 77.9 79.2 68.5  
Case 3 86.9 89.5 86.8 89.5 61.8 64.5 89.5 92.1 82.6  

In summary, for the three test case buildings selected in this section, the program 
obtained by the automated design method based on this study has a higher accuracy com-
pared to that of the actual design program, i.e., the design method can satisfy the global 
trend of program design. However, in terms of accuracy, it is affected by factors such as 
the complexity of the spatial layout of the building and the number of rooms and func-
tional partitions, which perform differently in the three test case buildings, with the accu-
racy of the results being higher in Case 3 than in the other two test buildings. 

This paper evaluates the model prediction results of the deep graph generative 
model, the scheme generation results are evaluated with reference to the topology simpli-
fication results of the actual HVAC water system terminal equipment topology connection 
scheme of the test building, and the evaluation indexes are selected as the accuracy and 
precision indexes of the adjacency matrix of the map structure data of the predicted 
scheme relative to the adjacency matrix of the automated design scheme. The calculation 
can be obtained using different deep graph generative model prediction results in accu-
racy and precision situations, as shown in Tables 7 and 8. 

Table 7. Accuracy of the deep graph generative model predictions relative to that of the actual 
design results (%). 

 Model 1 2 3 4 5 6 7 8 Average Case Average 

Case 1 

GAN 97.6 97.8 98.2 98.1 97.8 97.9 98.4 98.3 98.0 

98.1 

GAE 98 97.9 98.1 98.3 98.3 98.1 98 98.3 98.1 
VGAE 98.1 98.1 97.9 98.3 98.3 98.1 97.9 98.4 98.1 
GNF 97.8 98.1 98 98 98.3 98.2 98.1 98.4 98.1 

VGNF 98.1 97.9 98 97.9 98.1 98.1 98.1 97.9 98.0 
Diffusion 98.6 97.3 99 98.2 97.6 98.4 98.1 99.1 98.3 

Case 2 

GAN 98.2 98.3 98.4 98.4 98.6 98.1 99.1 99.1 98.5 

98.5 

GAE 97.8 98.2 98.4 98.8 97.6 97.6 98.6 98.4 98.2 
VGAE 97.9 97.9 98.4 98.6 98.2 98.4 98.6 98.5 98.3 
GNF 98.5 98.7 98.6 98.9 98.2 98.2 99 98.9 98.6 

VGNF 98.1 97.8 98.5 98.4 98.2 98.7 98.7 98.4 98.4 
Diffusion 98.6 99.2 99.5 99.1 97.6 98.5 99.6 98.2 98.8 

Case 3 

GAN 98.3 98.8 99.4 99.4 97.9 97.8 99.4 99.2 98.8 

99.0 
GAE 99.1 98 99.5 99.4 98.1 98 99.5 99.4 98.9 

VGAE 99.2 99 99.5 99.4 98 98.1 99.6 99.5 99.0 
GNF 99.2 99.5 99.6 99.6 98.1 98 99.5 99.6 99.1 

VGNF 99.2 98.9 99.6 99.6 98.1 98 99.5 99.6 99.1 
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Diffusion 98.2 99.5 99.2 99.4 99.5 99.7 99.7 99.5 99.3 

The results presented in Table 7 show that, when using the deep graph generative 
model in this study with the building spatial topology information as the input, the accu-
racy of the model’s prediction results averaged 98.1%, 98.5%, and 99.0% in the three cases, 
respectively, which are all above 90%. For each test case, the average accuracies of the 
predictions using different models on the eight sample class boundary conditions were 
above 98.0%, 98.2%, and 98.8%, respectively. As can be seen from the distribution of the 
model prediction result accuracies presented in Figure 16, the models used in this study 
generally outperformed the other two cases in terms of the prediction result accuracies for 
Case 3. From the overall distribution of the data in the graph, all six deep graph generative 
models used in this study achieved more than 97% in prediction accuracy, and all six deep 
generative models used in this study performed better in prediction accuracy. 

 
Figure 16. Deep graph generative model statistical plots of the accuracy of model predictions rela-
tive to those of the actual design results. 

Table 8. Precision of the deep graph generative model predictions relative to those of the actual 
design results (%). 

 Model 1 2 3 4 5 6 7 8 Model 
Average 

Case 
Average 

Case 1 

GAN 45.6 48.1 57 55.7 48.1 51.9 60.8 58.2 53.2 

55.6 

GAE 53.2 51.9 55.7 58.2 58.2 54.4 53.2 59.5 55.5 
VGAE 55.7 55.7 50.6 58.2 58.2 55.7 50.6 62 55.8 
GNF 48.1 54.4 53.2 53.2 58.2 57 55.7 60.8 55.1 

VGNF 54.3 50.6 53.2 51.9 55.7 54.4 54.4 51.9 53.3 
Diffusion 56.5 52.4 65.4 60.5 60.3 62.5 62.2 66.5 60.8 

Case 2 

GAN 61 62.3 63.6 64.9 68.8 70.1 77.9 79.2 68.5 

64.7 

GAE 53.2 61 64.9 72.7 49.4 48.1 67.5 63.6 60.1 
VGAE 54.5 54.5 63.6 67.5 59.7 64.9 68.8 66.2 62.5 
GNF 66.2 70.1 68.8 74.2 59.7 61.4 75.3 74 68.7 

VGNF 59.7 53.2 67.5 63.6 59.7 59.7 70.1 64.9 62.3 
Diffusion 65.3 55.5 72.6 66.2 65.1 63.2 69.8 74.2 66.5 

Case 3 

GAN 67.1 75 88.2 89.5 57.9 56.6 86.8 84.2 75.7 

79.8 

GAE 81.6 60.5 89.5 86.8 63.2 60.5 89.5 88.2 77.5 
VGAE 82.9 78.9 89.5 86.8 61.8 63.2 90.8 89.5 80.4 
GNF 82.9 89.5 90.8 90.8 63.2 60.5 89.5 92.1 82.4 

VGNF 82.9 77.6 92.1 90.1 63.2 61.8 89.5 90.8 81.0 
Diffusion 85.3 75.4 87.3 94.6 60.5 66.8 94.6 91.6 82.0 
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The results presented in Table 8 show that the accuracy of the prediction results of 
the deep graph generative model varies considerably across the sample types, with the 
average accuracy for the three cases being 55.6%, 64.7%, and 79.8%, respectively. For each 
test case, the average accuracy of the predictions over the eight sample class boundary 
conditions using the different models is above 53.2%, 60.1%, and 75.7%, respectively. From 
Figure 17, it can be seen that the prediction accuracies of the six models perform better in 
Case 3 than in the other two cases, and the distribution of the accuracies of all of the pre-
dictions shows that most of the predictions have accuracies higher than 50%. 

 
Figure 17. Deep graph generative models’ statistical plots of the precision of the model’s predicted 
results relative to those of the actual design results. 

The model prediction results, automated design results, and real design results of the 
three cases are input into the GNN-based scheme evaluation model trained in previous 
research for scoring [46]. We used four subjective and objective evaluation indexes to eval-
uate the results of terminal piping layouts generated by the generative models, which are 
hydraulic balance index (Hi), the economical index (Ei), the rationality index (Ri), and the 
aesthetics index (Ai). The scoring results of the four indexes are shown in Table 9. Taking 
Case 1 as an example, the statistical graph of the scoring results of the four indicators of 
the terminal piping design program is shown in Figure 18. 

Table 9. Scoring results for the four metrics of the case building terminal piping design program. 

Type 
Case 1 Case 2 Case 3 

Hi Ei Ai Ri Hi Ei Ai Ri Hi Ei Ai Ri 
Actual design 78 75 85 92 80 76 89 95 80 85 89 97 

Automated design 75 72 80 90 77 54 88 92 76 80 84 95 
MLP 69 71 77 86 72 73 79 88 67 68 75 83 
GNN 65 66 73 81 65 67 74 82 67 69 75 84 

GraphSAGE 69 71 77 86 70 72 78 87 68 70 76 85 
GAT 69 70 77 85 72 73 80 88 68 70 77 85 

TransformerGNN 71 73 79 88 70 72 78 87 68 70 77 86 
GCN 70 72 78 87 71 73 79 88 65 67 74 83 
TAG 72 74 78 88 71 72 77 86 72 73 78 87 
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Figure 18. Statistical chart of the scoring results of the four indicators of the terminal piping design 
scheme in Case 1. 

As shown in Table 9, the prediction results of the deep graph generative model for 
the three test building cases were scored using the scheme evaluation method based on 
the GNN model and compared with the scoring results of the real design and the positive 
design. It can be seen that the scoring results of the real design and the scoring results of 
the automated design are higher than the prediction results of the deep graph model. 
However, from Figure 18, it seems that the difference in scoring results between the design 
results generated using the deep graph generative model is small, and the difference be-
tween these scores and the scores of the real design results is within 15 points. 

As shown in Table 10, the program evaluation results of Cases 1, 2, and 3 have close 
ratings on Sample Classes 1 and 2, and similarly also appear in Sample Classes 3 and 4, 5 
and 6, and 7 and 8. It can be seen from Figure 19 that the ratings of Sample Classes 3 and 
4 are higher than those of Sample Classes 1 and 2, while the ratings of Sample Classes 7 
and 8 are higher than those of Sample Classes 5 and 6. Combining the analysis of relevant 
laws presented in Section 5.2, the terminal piping layouts generated by the deep graph 
generative model effectively reflect the automated positive HVAC system and potential 
design laws in the design scheme. At the same time, the program evaluation method based 
on GNNs in this study also gives program scoring results that meet the designer’s require-
ments for the terminal piping layout of the test case building. 

Table 10. Scoring performance of design solutions generated from GAN-based models on different 
sample classes. 

Type 
Case 1 Case 2 Case 3 

Hi Ei Ai Ri Hi Ei Ai Ri Hi Ei Ai Ri 
1 58 64 61 70 55 58 65 74 57 59 66 74 
2 59 64 62 80 56 57 65 73 57 59 68 74 
3 65 66 73 75 64 67 72 82 62 66 73 84 
4 65 66 73 81 65 67 74 82 67 69 75 84 
5 62 64 71 79 54 58 73 74 58 58 67 74 
6 62 64 71 79 57 59 73 73 56 60 65 75 
7 73 74 81 91 70 72 79 92 70 73 79 92 
8 74 75 82 91 75 77 83 91 71 73 79 92 
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Figure 19. Statistical plot of the performance of the scores of the design solutions generated by the 
GAN-based model on different sample classes. 

6. Discussion 
This study selected three real-world building models to validate the automated de-

sign method and case-based learning approach proposed for HVAC systems. A method 
was developed to simplify and abstract the floor plan layouts of the actual test buildings, 
allowing the comparison and evaluation of the design results generated by the automated 
design process and those derived from the deep graph generative models. These results 
were stored in a unified graph data structure to facilitate a systematic assessment of the 
feasibility and generalizability of the proposed methods. 

This study focuses on comparing the differences between the water system terminal 
pipeline layouts predicted by the deep graph generative models, the results from the au-
tomated design method, and the actual design outcomes. The differences were quantified 
using accuracy and precision metrics based on the adjacency matrix. The experimental 
results indicate that the solutions generated by the automated design method exhibit high 
accuracy when compared to the actual design plans, consistently achieving over 90% ac-
curacy. This suggests that the automated design method is capable of capturing the over-
all design patterns. However, precision varied significantly across the three test buildings, 
influenced by factors such as the complexity of spatial layouts and the number of rooms 
and functional zones, with precision rates ranging from 50% to 95%. Notably, Test Case 3 
demonstrated higher precision than the other two cases. 

The deep graph generative models, which utilized building spatial topology as the 
input, also achieved over 90% accuracy across all three cases, indicating a robust perfor-
mance across the six models used in this study. However, the precision of the model pre-
dictions varied considerably across the different sample types, with Test Case 3 consist-
ently outperforming the other two cases. Particularly, the models performed better on 
sample types 3, 4, 7, and 8, which correspond to layouts more closely aligned with the 
actual building configurations. Among the various deep graph generative models, the 
VGAE model demonstrated superior predictive performance across multiple sample clas-
sifications in all three cases. 

Furthermore, this study employed a GNN-based evaluation method to score the lay-
out predictions of the deep graph generative models. These scores were then compared 
with the scores of the actual design results and those from the automated design method. 
The findings revealed that the scores of the actual and automated design results were 
higher than those of the deep graph model predictions. The score differences among the 
deep-graph-generated designs were minimal, with deviations from the actual design 
scores within 15 points. An analysis of the scoring across the different sample types 
showed that the evaluation results for Cases 1, 2, and 3 were similar for Sample Types 1 
and 2, as well as for Types 3 and 4, 5 and 6, and 7 and 8. Notably, Sample Types 3 and 4 
received higher scores than Types 1 and 2, while Types 7 and 8 outperformed Types 5 and 
6. 
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Combining these findings with the analysis presented in Section 5, it is evident that 
the water system terminal piping layouts generated by the deep graph models effectively 
reflect the underlying design patterns captured by the automated HVAC system design 
method. Additionally, the GNN-based evaluation method provided satisfactory scores for 
the terminal pipeline layouts in the cases, aligning with the expectations of professional 
designers. 

7. Conclusions and Further Works 
This research explored the application of deep graph generative algorithms to the 

system-level generation of terminal water system designs in HVAC systems. Six models 
were trained on graph datasets, with hyperparameters being optimized through random 
search. The models, trained in design schemes under eight boundary conditions, achieved 
over 90% accuracy and 75% precision in design results prediction compared to the auto-
mated forward design results. The deep graph generative models trained on datasets from 
different sample classes exhibited both global and local differences in terminal piping lay-
outs. This indicates that these models can recognize both overall design changes and lo-
calized modifications made by designers, although they are more sensitive to global lay-
out variations than to local updates. 

Three real-world building models were selected to validate the automated design 
method and case-based learning approach proposed in this study. An equivalent model 
was introduced to simplify and grid the floor plan layouts of the test buildings. The ex-
perimental results revealed that the solutions generated by the automated design method 
achieved higher accuracy compared to the actual design schemes, which suggest that the 
method effectively captures global design patterns. However, precision varied across the 
three test buildings due to factors such as spatial layout complexity and the number of 
rooms and functional zones, with precision ranging from 50% to 95%, in which Case 3 
exhibited higher precision than the other two cases. The deep graph generative models, 
which took spatial topology information as the input, consistently achieved over 90% ac-
curacy across the three cases, demonstrating a robust performance across all six models 
employed in this study. However, precision varied significantly among the different sam-
ple types, with the models showing superior performance in Case 3. Particularly, the mod-
els performed better in Sample Types 3, 4, 7, and 8, which correspond to layouts more 
closely aligned with the actual building configurations. Among the various deep graph 
generative models, the VGAE model demonstrated the best performance across multiple 
sample classifications in all three cases. 

Additionally, the eight different terminal pipeline layout schemes generated by the 
deep graph models were evaluated using the GNN-based evaluation model proposed in 
this study. The scoring results effectively reflected the design logic and patterns across the 
different sample classes. Therefore, the deep graph generative models were able to learn 
the underlying rules and logic in the HVAC system design schemes from the graph-based 
dataset created in this study, and these rules were well reflected in the HVAC water sys-
tem design outcomes for the test buildings. 

The parametric design of HVAC systems in the future will be more intelligent, and, 
by combining technologies such as artificial intelligence and machine learning, parametric 
design systems will also be able to automatically learn and optimize design parameters to 
better meet design needs. At the same time, future parametric design will involve more 
multimodal design to adapt to the design needs of diverse HVAC systems, i.e., multiple 
design options will be considered in a single parametric model, thus providing more 
choices and flexibility. 

This study is currently only applicable to office building models with simple and 
small-scale building plan layouts. In the future, more refined meshing methods can be 
considered to improve the applicability of the graph-structured data model for buildings 
with complex plan layouts. At the same time, the node and edge features used to describe 
the building information and HVAC information in the graph structure data can be 
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increased, so that the graph structure data can portray the building and its HVAC system 
more comprehensively. 
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