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Status quo and opportunities for building energy prediction in limited data 
Context—Overview from a competition 
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H I G H L I G H T S  

• Discussed cross-building energy prediction in a limited-data context. 
• Compared different methods in a same case via a competition. 
• Identified hybrid strategies for hybrid building energy prediction models. 
• Discussed the shortcomings and suggestions for the data preparation process. 
• Highlighted the importance of data selection for accurate cross-building prediction.  
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A B S T R A C T   

With the evolution of new energy and carbon trading systems, it is important to accurately predict building 
energy consumption to help energy arrangements. Additionally, the widespread use of smart meters has intro-
duced a new data context for building energy prediction. Building energy prediction techniques need 
improvement but the ideas of various new prediction methods are still on the way and have not yet been 
compared and tested side-by-side in the reported studies. Thus, we held a competition called ‘Energy Detective’. 
To investigate the status quo of the current prediction techniques, we designed a representative prediction case: 
cross-building prediction with limited physical parameters and historical data. A total of 195 participants formed 
89 teams to participate in the competition. This paper describes the models presented in the competition. By 
analysing the methods and results, we identified strategies for the future development of energy prediction in 
hybrid modelling and data-driven modelling. For hybrid modelling, we discuss the basic strategies for hybrid 
models and suggest that more hybrid models can be developed by combining a wide variety of individual models 
in sequence or parallel or via feedback methods to achieve accurate and interpretable models. For data-driven 
modelling, we analyse and discuss the areas of improvement for the current data-driven workflow and suggest 
that processes other than model application are also important and should be carefully considered. Considering 
the increasing amount of data available for prediction, we discuss the shortcomings and suggestions for 
improving the current data preparation process. We recommend comprehensive consideration of the anomaly 
types in data pre-processing and a focus on feature engineering for higher accuracy and model interpretability, 
while emphasising the vital role of data selection in cross-building energy prediction.   

1. Introduction 

1.1. Building energy prediction 

Building operations represent the third-largest source of the world’s 
energy consumption and carbon emissions [1]. With the increasing 
awareness of energy conservation, emission reduction, and ecological 

development, the accurate prediction of building energy and the 
reasonable allocation of energy have become important parts of energy- 
saving methods. Decision-making in the energy system must be based on 
accurate forecasts of energy demand and consumption [2]. Energy- 
consumption prediction is an important step in achieving demand-side 
management of an energy system. Accurate prediction helps decision 
makers—either people or machines—learn more about the future 
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demand of the system and then decide what operations should be per-
formed on the system to reduce waste. Typical operations, such as en-
ergy allocation and demand response strategies [3], can significantly 
improve the flexibility of the energy system. 

Early building energy consumption forecasts are used for sizing air- 
conditioning systems with sufficient capacity; thus, the focus is on peak 
load demand forecasting, and highly accurate hourly prediction is not 
important [4,5]. Nowadays, forecasting focuses on the hourly con-
sumption at the whole-building or even the whole-district level, and the 
results are used to enhance the operation of large-scale energy systems 
[6]. Moreover, with the development of low-energy-cost building tech-
nology and the need for better urban energy arrangements in carbon and 
energy trading systems, accurate energy consumption prediction is 
necessary as early as possible once the buildings are put into use. 

In recent years, as smart electric meters have become less expensive 
and have been widely used in buildings, large amounts of historical 
energy consumption data have been collected and stored [7]. Increasing 
the amount of building energy data allows more accurate prediction. 
However, problems remain regarding how to optimally utilise the data. 
In the energy consumption prediction scheme, a large amount of data 
has been collected, but an accurate and flexible prediction model has not 
yet been developed. One new challenge is that more data makes the 
energy consumption model needlessly complex [8]. Knowledge has not 
yet been well learned from the data [7,9]. The vital differences in energy 
consumption among buildings and the necessary amount of data for 
data-driven models remain unclear. New forecasting methods need to be 
developed on the basis of the new data. 

Meanwhile, data related to the building energy consumption, such as 
meteorological data, building operational data, and building physical 
parameters [9], are normally collected from different sources [10] and 
in different formats. Sometimes, certain parameters may not be avail-
able. Meanwhile, as mentioned above, accurate energy consumption 
prediction is needed once the buildings are put into use. In such task, 
historical electric meter data of the certain building is always not 
enough or unavailable. The existing forecasting model does not have 
sufficient flexibility in such limited data context. It appears that the 
preparation of the data is almost as important as the model 
development. 

1.2. Research goal 

The increasing interest in building energy and the wide usage of 
electric meters have introduced new opportunities and challenges to 
building energy prediction. Numerous review studies have been con-
ducted to analyse existing energy consumption prediction methods. 
However, these methods were developed by different research groups 
under different project backgrounds, and the comparison of the methods 
is always based on the calibration score, which may be influenced by the 
task itself. Thus, these comparisons of the methods are not convincing. 
Furthermore, the current review studies focus on the prediction 
methods. As increasing amounts of data become available for prediction, 
the operations performed on the data may significantly affect the fore-
casting accuracy. However, there is still a lack of analysis of the oper-
ation of data. 

Meanwhile, with the changes in the objectives and scenarios of en-
ergy consumption prediction, methods are being developed for new 
prediction cases. Energy prediction in limited data context is a kind of 
cases that widely be focused on in the recent studies. A typical case is to 
predict the energy consumption of a building without enough historical 
data of its own. Development ideas for prediction have been tested by 
researchers in the past few years but have not been summarised and 
discussed. 

In view of the foregoing background, we completed a competition 
called ‘Energy Detective’ to analyse the development ideas and the 
status quo of energy consumption prediction methods in 2020. Reports 
from various teams have been used to analyse the methods and promote 

new ideas. 
In contrast to a similar competition held previously that was based 

on existing cases with sufficient data [11,12,13], the prediction case 
given in our competition was designed with a limited data context, 
where the historical data of the target building were not provided. 
Participants were required to predict the hourly energy consumption of 
the target building within one year in three limited submissions. A 
dataset of the 3-year hourly energy consumption for 20 reference 
buildings of the same type was provided, as well as a physical descrip-
tion of the target buildings. Participants could not easily use a single 
existing prediction method to achieve good prediction accuracy. 

We received 140 submissions from 56 teams associated with research 
institutions and universities worldwide. These submissions provide a 
picture of the current state of the prediction methods. Creative ideas 
have been proposed and tested. Because the limited data context of the 
given case is new for the existing prediction method, the accuracy dif-
ference among the submissions is not as important as the method used. 

Although the analysis presented herein is based on one case, which is 
specially designed with a significant scene in current data context, the 
methods and ideas can aid technique development in wider scenes. If the 
method is capable of accurate cross-building prediction in a limited data 
context, it may be able to utilise the data for prediction in a more 
complete data context. Thus, we attempt to provide insight into the 
possible future development of the current techniques so that the special 
operation, which is only responsible for this case, will not be discussed. 

In light of the above aims and the analysis that follows, we highlight 
the main contributions of this paper:  

• Briefly review and discuss the ideas for cross-building prediction 
method development in a limited-data context.  

• Compare different methods and their performance directly in a same 
case via a competition.  

• Propose a generic hybrid strategy for hybrid models, which has been 
lacking in the use of hybrid models in previous studies.  

• Discuss the methods used in data preparation process and their 
shortcomings in detail, which have received less attention in previ-
ous studies. And briefly demonstrate that the data preparation pro-
cess has a status no less important than that of model application in 
data-driven workflows.  

• Discuss and highlight the importance of data selection in cross- 
building prediction for the first time. 

Meanwhile, we also highlight that the competition we held and the 
problem we provided are designed with a significant and unsolved 
prediction case in a limited data context. Thus, we could learn clearly 
about the current gap of the prediction method. We discuss the gap in 
both that of hybrid models and that of data-driven models and conclude 
the opportunities for the further studies. We believe that our studies will 
provide useful suggestions for further prediction method development. 

The present paper presents a summary of these competitions. The 
remainder of the paper is organised as follows. Section 2 briefly reviews 
existing building energy consumption prediction methods and their 
development ideas in the new data context. Section 3 provides a brief 
introduction of Energy Detective, i.e., the competition that we held. The 
introduction includes a description of the proposed case, an overview of 
the participants, an overview of the results, and an overview of the 
methods used. Section 4 focuses on the prediction framework based on 
hybrid models, and Section 5 focuses on the methods used in a data- 
driven framework—particularly in the data preparation process. Dis-
cussions regarding the status quo and the potential of the methods are 
presented in Sections 4 and 5, and Section 6 concludes the paper. 
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2. Literature review 

2.1. Existing building energy prediction methods 

Generally, existing methods for building energy consumption pre-
diction can be divided into two approaches: the physical modelling 
approach and the data-driven approach [14]. 

Physical models, which are also called white-box models or forward 
models, mainly rely on detailed modelling or analysis of the thermo-
dynamic rules of the building energy system. Building energy simulation 
software programs such as DOE-2 [15], EnergyPlus [16], e-QUEST [17], 
TRNSYS [18], ESP-r [19], and DeST [20] are widely used in physical 
modelling [21,22,23]. To construct a physical model, a large amount of 
information about the building must be collected, such as the building 
construction shape, thermal properties of the building envelope, oper-
ation schedules, and information on the equipped heating, ventilation, 
and air conditioning (HVAC) system [5,24,25]. With so many input 
details needed, the energy consumption model is highly explainable but 
often inaccurate because accurate input information, such as the usage 
pattern and the numerous building parameters, is difficult to obtain 
[26,27,28]. Moreover, physical models are always detailed and are 
based on detailed dynamics or static formulations. These models are 
always time-consuming to develop and solve [29]. 

Data-driven building energy consumption forecast models, which are 
also called black-box models, include statistical approaches and intelli-
gent approaches [22]. Statistical approaches are mainly based on linear 
or multivariate regression methods, such as the autoregressive inte-
grated moving average (ARIMA) [22,30,31]. Methods based on 
machine-learning algorithms are called intelligent approaches. 
Machine-learning algorithms used in energy prediction tasks include 
artificial neural networks and support vector machines [11,22,30,31]. In 
recent years, decision-tree algorithms [11], e.g. classification and 
regression tree (CART), random forest (RF), and boosting tree (BT), and 
deep-learning algorithms [32], e.g. long short-term memory (LSTM) 
networks, have been widely used in modellings. Data-driven models 
focus on the data relationship between inputs and outputs instead of the 
physical principle; thus, they are less explainable than physical models. 
These models are trained with historical/available energy consumption 
data and some necessary influence parameters [11]. Accurate model 
predictions can be achieved in some cases. However, building energy 
systems are highly physics-based systems, without sufficient explana-
tion, and the prediction results may sometimes be unreliable [26]. Data- 
driven models are highly based on historical data. However, the his-
torical data are sometimes insufficient, for example, in the initial stage 

of operation or before the building has been equipped with electric 
sensors [27]. Without sufficient historical data, the prediction accuracy 
of data-driven models is reduced [33,34]. 

Physical models and data-driven models with a good capacity for 
many energy consumption prediction tasks have been developed. 
However, in some cases, prediction tasks in the real world are complex, 
and the information needed for the developed models is unavailable. For 
example, building owners are eager to know the future energy con-
sumption of a newly constructed building, but new buildings lack his-
torical datasets to train blackbox models [34]. Models must evolve for 
new prediction scenarios. 

2.2. Ideas for improving building energy prediction methods 

There are two main ideas for improving the energy prediction 
method, as shown in Fig. 1. One is to develop a hybrid model to com-
plement physical and data-driven approaches. The other is to improve 
the capability of the data-driven model so that it can be used in a wider 
range of scenarios, such as cross-building prediction. 

2.2.1. Hybrid model 
One idea is the hybrid model. Hybrid models (also called grey-box 

models) are based on a combination of the two aforementioned ap-
proaches. Hybrid models work under a limited dataset, and the input 
data remain physically interpreted [26]. Researchers believe that they 
can provide more accurate predictions than the individual models in 
some cases, for example, when the detailed physical model is not 
entirely known, the data are insufficient for a single data-driven model, 
or the physical model is too complex to solve [35]. There are three basic 
strategies for the hybrid models [26].  

(1) The model is mainly based on a physical approach and uses a 
data-driven approach to determine the unknown variables. Rey-
nders et al. [36] built a grey-box model whose structure relies on 
physical knowledge about the system dynamics and then esti-
mated the unknown parameters using a statistical method in day- 
ahead predictions and simulations of the thermal response of a 
dwelling.  

(2) A data-driven approach is used to abstract physical models to 
reduce the complexity of the physical approach. Afshari et al. 
[35] applied the strategy by identifying an average grey-box 
model, inverting the measured hourly system load and weather 
data of a physical model in a statistical way. Elbeltagi et al. [37] 
abstracted the simulation model into a multi-parameter statistical 

Fig. 1. Improvement ideas for building energy consumption prediction methods.  
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model so that designers could determine the energy consumption 
at early design stages even without experience using simulation 
tools.  

(3) The two approaches are responsible for different parts of the 
model. This is the most flexible strategy for hybrid models. Fumo 
et al. [38] proposed a simple approach to enrich historical data 
using an EnergyPlus benchmark model. Vaghefi et al. [39] com-
bined a data-driven energy forecasting model, which was based 
on simulation data created by EnergyPlus, and a heating/cooling 
physical model to construct an energy forecasting model for the 
optimal controller of a building. 

Although there are strategies for hybrid models, models capable of 
accurate and widely usable energy consumption forecasting have not yet 
been proposed. Reliable hybrid modelling approaches are still under 
development. 

2.2.2. Data-driven model improvement 
Improving the data-driven model is also a feasible approach for 

developing the models. Currently, data-driven models work well for one 
specified building. The input of historical data to the data-driven model 
can ensure to the maximum extent possible that the training data (the 
input data) and the test data (the prediction result) are drawn from the 
same feature space and the same distribution, which is needed for 
effective data-driven methods [40]. To make a data-driven model 
applicable to more scenes, the capability for cross-building forecasting is 
required. Some researchers believe that buildings of roughly similar 
sizes and uses will have similar energy consumption distributions [38], 
which is also a basic concept for building benchmarking. Although 
building consumption data are gathered in diverse contexts [34], which 
may not be within the same distribution, it may be possible to improve 
the scalability of the data-driven model by constructing a model with a 
group of buildings having similar distributions. Similar work in other 
fields, such as the medical domain, relies on extracting features from the 
dataset [41]. 

In previous studies, features that influence building energy con-
sumption underlying building physics and experiences were often 
selected [42]. The chosen features have been described in physical 
models and are usually the building construction, equipment, and 
operation schedule. Researchers believe that such features diversify the 
distribution of the energy consumption. If they can be added to the data- 
driven model, the model may be able to perform cross-building fore-
casting. Such features are not always available directly, but they may be 

mined from the energy consumption time series. Researchers have 
performed work on knowledge discovery of energy consumption data 
using data-mining techniques [9,43]. Xiao et al. [7] employed clustering 
and association rule mining techniques to determine the typical opera-
tion modes among buildings. Chen et al. [44] and Qiu et al. [45] mined 
an HVAC system control strategy hidden in energy consumption data. 

Moreover, some researchers believe that the current building energy 
description features are insufficient. To better describe the energy con-
sumption distribution differences among buildings, more physics-based 
features need to be developed. Pacheco-Torres et al. [46] considered a 
deeper sub-categorisation of activities within buildings after their 
analysis of different distributions among university buildings. Addi-
tionally, temporal features, which describe the statistical difference 
among series and cannot be connected with single existing physical 
factors such as trend and seasonality [47], make sense in building energy 
description [41]. Although considerable work has been done, the cur-
rent work for feature extraction remains insufficient, and there is a lack 
of analysis on how the features impact the forecasting model. 

Moreover, a usable dataset is an important part of this study. With 
the increase in the amount of available building energy data, large-scale 
empirical building energy databases have become available in the past 
few years. The DOE-funded Building Performance Database (BPD) [48] 
contains monthly building energy consumption data from > 740,000 
buildings in the USA. Because there are no hourly data in BPD, it is 
useful for medium-term energy allocation but not for enriching the 
hourly forecasting model. The Building Data Genome Project (BDG) [49] 
and Building Data Genome Project 2 (BDG2) [50] provide hourly non- 
residential meter data of 507 buildings and 1636 buildings. These two 
datasets were developed with a meter-rich background in recent years. 
The hourly data and metadata make them useful for wide-energy anal-
ysis scenes. Several techniques for data pre-processing are needed for 
dataset development to ensure data quality. Miller et al. [51] reported 
the techniques they used in BDG2 development, which included nor-
malisation and anomaly detection. Fan et al. [52] reviewed the data pre- 
processing techniques using in current building operational data anal-
ysis. However, as increasing amounts of raw data on building energy 
consumption become available, there is still not enough research 
focusing on data preparation methods that can handle a variety of raw 
data. Researchers should pay more attention to the data preparation 
methods. 

Fig. 2. Prediction case of the competition.  
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3. Energy Detective building energy forecasting competition 

3.1. Prediction case 

As mentioned above, prediction case in limited data context that 
available physical parameters are limited and historical data are insuf-
ficient or unavailable is common in current studies. However, existing 
methods cannot provide accurate predictions in such situations. Thus, 
the prediction case provided in the competition is based on this repre-
sentative situation. 

Participants were asked to predict the hourly energy consumption of 
two meter types during 2017 for a target building located in Shanghai, 

China. The energy consumption cost of lights and plugs was one of the 
meter types (marked as ‘Q’), and that of the HVAC system was the other 
(marked as ‘W’). In the case presented to the participants, hourly his-
torical data of two meter types from 2015 to 2017 for 20 reference 
buildings and some physical parameters of the target building were 
given. The reference buildings were located at the same location as the 
target building and were of the same usage type. Hourly weather data 
from 2015 to 2017 and basic information of the 21 aforementioned 
buildings were also provided. The prediction case is shown in Fig. 2. A 
detailed description of the data is presented in Table 1. 

The actual records of the hourly historical data of the two meter 
types in 2017 for the target building were used to evaluate the partici-
pants’ results. The basic evaluation metric selected was the coefficient of 
variation of the root-mean-square error (CV-RMSE). It is an energy 
measurement statistical model that is widely used for energy con-
sumption prediction. Global organisations such as ASHRAE, IPMVP, and 
FEMP have set their own standards for the baseline model [53,54,55]. It 
is intuitive to see how accurately the participants completed their 
predictions. 

The CV-RMSE is calculated using Eq. (1). 

CV − RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

k=1(yk − ŷk )
2

n

√ /∑n
k=1yk

n
(1) 

Here,  

• yk represents an actual record,  
• ŷk represents a prediction result for the record, and  
• n represents the total number of records. 

Because there were two meter types in this case, we calculated the 
CV-RMSE score for each meter type and then combined them with 
weights. These weights were chosen because the change of the ‘W’ meter 
type among a year of the target building and that of the ‘Q’ meter type is 
about 7:3. The total evaluation metric was calculated using Eq. (2). 

ε = CV − RMSE(Q) × 0.3+CV − RMSE(W) × 0.7 (2) 

Here,  

• ε represents the evaluation score;  
• CV − RMSE(Q) represents the CV − RMSE score of meter ‘Q’, and 

CV − RMSE(W) represents that of meter ‘W’. 

The hourly historical data used in the competition of the two meter 
types are gathered by raw metadata, which come from a private dataset 
built by an energy management company. Abnormal metadata, in which 
the standard deviation during one year is > 10,000, are deleted during 
gathering. Records in meter type ‘Q’ are summed by the metadata of the 
electric meters’ measuring lights and plug loads. Records in meter type 
‘W’ are contributed by the measured electric load for heating/cooling 
sources, fans, pumps, and other related equipment in the HVAC system. 
It is stated that some of the records in meter type ‘Q’ of the reference 
buildings may include the electricity cost of the HVAC terminals, owing 
to possible electric meter misconnection of the HVAC terminals occur-
ring in reality. However, such situations did not fit the records of the 
target building. 

3.2. Overview of participants 

The competition involved communication over the Internet. The 
signup was available online on 3 May 2020, and the prediction case was 
made public on 6 May 2020. The related files were open to participants 
via email attachments and could also be downloaded at Baidu to file 
addresses. Because the online publicity of the competition was mostly in 
Chinese, the participants were mainly people who could read Chinese 

Table 1 
Data provided in the competition.  

Data Type File Name File Variables and Short 
Descriptions 

Physical parameters and 
basic building 
information of the 
target building 

test_building.zip construction drawings of the 
target buildingincluding:  
• 7 typical floor plans in jpg 

format  
• Brief introduction of the floor 

plans 
test_building_info. 
docx 

Basic building information and 
some physical parameters of the 
target buildingIncluding:  
• Area (m2)  
• Stairs (numbers aboveground 

and underground)  
• Type of HVAC terminals  
• Thermal parameters of 

building envelope and 
windows (basement, podium, 
and tower)  

• Description of some energy- 
saving measures on building 
envelope  

• Equipment information of the 
HVAC system (numbers and 
capacities of chillers and 
pumps)   

Three-year measured 
data 

weather.zip Hourly weather data from 2015 
to 2017 in epw format and xlsx 
formatIncluding variables:  
• Time: timestamp  
• Temperature (◦C)  
• Dew point temperature (◦C)  
• Relative humidity (%)  
• Atmospheric pressure (Pa)  
• Wind speed (m/s) 

train.csv Hourly energy consumption 
data of the reference buildings 
from 2015 to 2017 in csv 
formatIncluding variables:  
• Time: timestamp  
• BuildingID: serial number of 

the reference building  
• Type: meter type (‘Q’ for light 

and plug and ‘W’ for HVAC 
system)  

• Record: hourly electric 
consumption (kWh)   

Basic building 
information of the 
reference buildings 

train_building_info. 
xlsx 

Basic building information of 
the reference buildingIncluding:  
• BuildingID: serial number of 

the reference building  
• Stair1: number of stairs up 

ground  
• Stair2: number of stairs 

underground  
• Area (m2)  
• HVACType: Type of HVAC 

terminals   
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but from different education backgrounds. 
Participants were allowed to sign up with a team (with a limit of 

three people per team) in the competition. There were 195 participants 
from six countries comprising 89 teams in the competition. Most of the 
participants worked or studied in China, and 10 of them came from the 
United States, Germany, Singapore, Australia, and the United Kingdom. 

3.3. Overview of prediction results 

The competition lasted one month—from 6 May 2020 to 6 June 2020 
(the case was made available on 6 May 2020, and 6 June 2020 was the 
final submission date). Each team could submit up to three times during 
the competition. The submission limit was based on the assumption that 
the accuracy of a method should not be totally based on parameter 
adjustment. Because the prediction case involved a building without its 
historical consumption data, we preferred a method that could achieve 
good accuracy in a limited number of attempts. 

At the end of the competition, there were 140 submissions from 56 
teams. We calculated the evaluation score for each submission and 
informed the participants the score via e-mail once they submitted. The 
best and mean evaluation score changes are shown in Fig. 3. Over time, 
some teams found a good way to improve their models so that they 
achieved a better score. However, the change in the mean scores indi-
cated that the prediction case certainly presented challenges for some of 
the current methods. Methods may perform poorly in such prediction 
cases, and some adjustments of the methods may not make sense. 

Fig. 4 shows the monthly evaluation score distribution for all the 
submissions. To view the distribution more clearly, we performed log-
arithmic operations on all the scores to scatter the distribution. Thus, the 
lower scores indicate the better accuracy and the 0 on the x-axis equals 
to the 1 in CV-RMSE scoring. As shown in (a), which presents the dis-
tribution of the total evaluation score, the distribution of the accuracy 
behaved differently among months. The prediction of the energy con-
sumption of lights and plugs achieved similar accuracy among months 
but a scattered distribution for each month, as shown in (c), which 
presents the distribution for the CV-RMSE score of the ‘Q’ meter type. 
Most of the submissions achieved sufficient accuracy because the light 
and plug loads were closely related to the building area and workday 
and changed little over the months. The key difference over the months 
was caused by the energy prediction for the HVAC system, as shown in 

(b), which presents the distribution of the CV-RMSE score of the ‘W’ 
meter type. 

In this case, the participants’ predictions were more accurate during 
the cooling season (summer) than other seasons. A bimodal distribution 
appeared in June, July, and August, as shown in (a), indicating that the 
different methods exhibited different behaviours for summer prediction. 
Compared with the summer and transition seasons, the evaluation 
scores in winter had a more scattered distribution and lower accuracy. 
This may have been due to the large difference in the HVAC load de-
mand, which was due to different building construction and users’ 
habits, and the heating source, which may be a heat pump or boiler but 
was not given in this case. Such differences generally occurred among 
office buildings in Shanghai and maybe in other cities with similar 
climates. 

As mentioned previously, we focused on the methods and ideas that 
can provide insight into the possible future development of the current 
techniques—not special operations applicable only to the present case. 
According to the monthly evaluation score distribution, we conclude 
that it is more meaningful to discuss the accuracy in the summer and 
transition seasons. The participants mainly differed in their predictions 
for the ‘W’ meter type, which represents the energy consumption of the 
HVAC system. Thus, we focused on the methods that predict HVAC 
systems. 

It should also be stated out that accurate prediction in a limited-data 
context remains a difficult task in previous studies, for example, Nut-
kiewicz achieved an hourly CV-RMSE of 46.0% and a monthly CV-RMSE 
of 27.9% in a limited-data context in 2018 [56]. Although the hourly 
CV-RMSE scores achieved by the participants, with a best value of 
63.37%, do not indicate that they completed accurate hourly forecasts, 
the monthly CV-RMSE scores they achieved, with a best value of 
11.88%, somehow indicate that the monthly forecasts were accurate. 
We discuss the methods used in the competition not only because they 
were creative, but also because they achieved a more accurate monthly 
prediction in a limited-data context. 

3.4. Overview of prediction framework 

After the submission deadline on 6 June 2020, we asked the 31 top- 
ranked teams to provide descriptions of their prediction frameworks so 
that we could learn more about what the participants did. Two ideas for 

Fig. 3. Changes in best and mean evaluation scores during the competition.  
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the improvement of prediction in a new data context, as mentioned in 
Section 2.2, were tested by the participants. 

It appears that pure physical simulations were not trusted by the 
participants, as no team selected a physical model for prediction. All the 
teams used the historical data given. The methods used in the compe-
tition are shown in Fig. 5. Five of the 31 teams selected a grey-box model 
to build their prediction framework, and the other 26 used a data-driven 
method as the base of their framework. Grey-box model users applied 
creative ideas to build their prediction frameworks. Some of the par-
ticipants using data-driven models modified the methods. Because the 
case is different from the cases data-driven methods deal with before, 
that is, predicting a building without the historical data, as mentioned 
previously, methods based on basic statistical operations are used 
frequently, unlike that in the related competition [11]. 

4. Prediction framework based on hybrid model 

4.1. Strategy for hybrid model 

As stated in Section 2.2.1, there are several basic strategies for hybrid 
models. All hybrid models used in the competition are based on the most 
flexible strategy, which involves making two approaches responsible for 
different parts of the model. Several variants of this strategy were used 
in the competition. They can be classified into three types: sequence, 
parallel, and feedback. 

Fig. 6 shows a simple sketch of the three variants. Here, a circle 
labelled A or B represents the single method, which is physical or data- 
driven. The order of the methods can be changed. The sequence strategy 
involves solving the two models in order. The solution of the lower- 
ranked model must depend on the solution of the previous model. 
Only the lower-ranked model was directly responsible for the final 
result. For example, in Fig. 6(a), model B cannot be solved before model 
A gives a result, and the final result will be certained once model B is 
solved. In the parallel strategy, the solving order of the two models is not 

Fig. 4. Monthly evaluation score distribution of all submissions.  
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important. Both models were directly responsible for the final result. 
While the feedback strategy does not have a strict order for the model 
solution, one model plays the main role (model A in Fig. 6(c)), and the 
other helps to modify it (model B in Fig. 6(c)). Both are directly 
responsible for the final result. 

4.2. Overview of hybrid model framework 

Hybrid models with sequence strategies are the most widely used in 
the competition. They can be concluded by using the simulation result as 
the input of the data-driven model in the competition. 

Among the three teams that used the sequence strategy, Team 2 
raised the most creative ideas. They first performed a physical simula-
tion with urban building energy modelling (UBEM) and then used a 
data-driven model to improve the accuracy. The UBEM does not require 
manual physical modelling of the building structure, which significantly 
reduces the time required for physical model development, making this 
method attractive, particularly for district energy modelling [57]. 
Related research combining UBEM and data-driven models was con-
ducted by Nutkiewicz et al. [56] in 2018. They proposed a framework 
called data-driven urban energy simulation (DUE-S), which combines a 

Fig. 5. Prediction methods used in the competition.  

Fig. 6. Three strategy variants for the hybrid (grey-box) model (circles labelled A or B in the figure represent single approaches, physical approaches, or data- 
driven approaches). 

Fig. 7. Role of the data-driven model in the hybrid model used by Team 2.  
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data-driven model ResNet with UBEM. The case in the competition 
differs from the circumstance that DUE-S is designed for, because the 
detailed location of the buildings and the historical data of the target 
building are unavailable. Team 2 used AixLib to construct building 
models in Modelica [58,59] and then used the LightGBM algorithm to 
learn the difference between the simulation results and the historical 
data. They selected the input parameters of the physical model with key 
variables determined via building clustering [60]. With insufficient 
knowledge about the historical energy consumption of the target 
building, they applied the model training using reference buildings to 
the target building to modify the simulation results of the target build-
ing, as shown in Fig. 7. 

Team 75 also used a hybrid model with a sequential strategy. In their 
work, an existing data-driven model for cross-building prediction called 
Hephaestus [34] was tested. Hephaestus, which was proposed by 
Ribeiro et al. [34] in 2018, is a cross-building prediction method based 
on transfer learning. In contrast to other transfer learning methods, 
Hephaestus considers seasonal and trend adjustments, which are based 
on the time-series regression model [47], in the transfer learning 
framework. With seasonal and trend adjustment, Hephaestus can use 
limited historical data of the target building to predict its future con-
sumption via transfer learning from other historical data. Hephaestus is 
designed for cases where there is insufficient historical data of the target 
building, which differs from the case of the competition. Team 75 
employed simulation results calculated using EnergyPlus to replace the 
historical data of the target building in Hephaestus. 

A hybrid model with a parallel strategy was used by Team 8. They 
considered that different buildings of the same use type and location will 
have similar energy consumption trends in the same year, and the dif-
ferences arose from multiplication by indices that differed among the 
buildings. Therefore, they used a data-driven approach to determine the 
unit energy consumption trend and a physical approach to determine the 
energy consumption index. With the concern that building energy 

consumption has strong intra-daily and seasonal cycles [61], they 
decomposed the daily and weekly periodicity from the historical data of 
the reference buildings and then performed superposition to obtain the 
unit energy consumption trend. Then, they performed a simulation 
using EnergyPlus to determine the energy consumption index of the 
target building. The final results were calculated by multiplying the 
energy consumption index by the unit energy consumption trend. 

Team 23 constructed a hybrid model using a feedback strategy. They 
employed simulation results calculated using EnergyPlus as the evalu-
ation data to evaluate the data-driven model. 

Table 2 presents a brief overview of the hybrid models used in the 
competition, including the models that are not mentioned above. The 
frameworks based on the hybrid model did not achieve good accuracy in 
the competition because the hybrid model attempt is still at the early 
stage. However, researchers believe that hybrid models which combine 
the advantages both of the physical model and the data-driven model 
may achieve better prediction accuracy than single model recently. And 
many hybrid model attempts are on the way. In our competition, some 
ideas of the hybrid models were tested, providing insights for hybrid- 
model development. 

4.3. Opportunity on hybrid model framework 

As mentioned in Section 2.2.1, hybrid models are considered to be 
effective for combining the advantages of data-driven and physical ap-
proaches while avoiding the disadvantages. The strategies for hybrid 
models proposed in previous research may not be sufficiently detailed 
for model development, and models that are capable of accurate and 
widely usable energy consumption forecasting have not yet been 
established. Although the models used in the competition did not ach-
ieve excellent results, they offer strategies and new ideas that may 
provide guidance for future hybrid-model development. 

As shown in Fig. 6, the strategies for the hybrid models are enriched 

Table 2 
Overview of the hybrid models used in the competition.  

Team 
No. 

Monthly CV-RMSE(W) 
(from April to 
November) 

Hourly CV-RMSE(W) 
(from April to 
November) 

Physical 
model base 

Data-driven model base Hybrid 
strategy 

Strategy description 

2  0.4561  0.8920 Modelica 
UBEM 

LigntGBM sequence Use simulation results as the input of the data-driven 
model 

8  0.2337  0.6901 Design 
Builder 

Periodic decomposition 
and superposition 

parallel Use a physical model to obtain energy consumption 
index and use a data-driven model to obtain unit energy 
consumption; then, multiply them 

23  0.2951  0.7804 EnergyPlus Basic statistical 
operation 

feedback Use simulation results for evaluation 

34  0.1286  0.7383 EnergyPlus 
vba 

BPNN sequence Use simulation results as the input of the data-driven 
model 

75  0.2690  1.0297 EnergyPlus Hephaestus sequence Use simulation results as the input of the data-driven 
model  

Fig. 8. Data-driven workflow used in the competition.  
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in competition. The data-driven approach and physical approach can be 
combined in sequence, parallel, or feedback. The choice of individual 
models for the hybrid model can vary. The physical approach used can 
be single detailed building physical modelling or urban building energy 
modelling. The proposed data-driven approach can be applied to hybrid- 
model development, e.g. for the transfer learning prediction model, 
Hephaestus. More hybrid-model attempts can be performed using the 
strategies obtained from the competition to construct a better hybrid 
model. 

5. Prediction framework based on data-driven model 

5.1. Data-driven workflow 

The data-driven workflow used by the participants is shown in Fig. 8. 
The workflow can be divided into two processes: data preparation and 
model application. Each process has several variants. 

In the data preparation process, after data pre-processing, some of 
the teams selected the proper data for modelling with the concern that 
not all the data would improve the model prediction accuracy. Some 
features were also created from the energy consumption time series as 

Fig. 9. Data-driven model workflows used by the 
teams and the best accuracies they achieved (The 
evaluation score indicates the hourly CV-RMSE(W) 
(from April to November); the labels in the figure 
indicate the different method types: ‘0′ indicates data 
prepared only with data pre-processing; ‘1′ indicates 
data prepared with data pre-processing, feature crea-
tion, and data selection; ‘2′ indicates data prepared 
with data pre-processing and data selection; ‘3′ in-
dicates data prepared with data pre-processing and 
feature creation; ‘a’ indicates the use of a statistical 
model, and ‘b’ indicates the use of a machine-learning 
model).   

Table 3 
Overview of the data-driven workflow used by the top five teams for W-meter-type prediction.  

Team 
No. 

Monthly CV- 
RMSE(W) (from 
April to 
November) 

Hourly CV-RMSE 
(W) (from April 
to November) 

Data pre-processing Feature creation Data selection Model chosen and application 

18  0.1420  0.6337 Delete the point 
anomalies (global 
outliers) and collective 
anomalies (stable 
values) 

Create day type features; 
create three temporal 
features from time series 
(detailed discussion in  
Section 5.3.2) 

Select the most similar 
buildings using three temporal 
features created 

XGBoost(with feature chosen, 
parameter adjustment and 5- 
fold cross-validation) 

65  0.1188  0.6467 Delete the point 
anomalies (global 
outliers) 

– Select the building with the 
same type of HVAC system as 
the target one and a similar 
number of stairs 

Statistical method (area and 
stair-related factor multiplied 
by the energy intensity 
calculated from the dataset) 

29  0.1774  0.6491 Delete the point 
anomalies (global 
outliers) 

– Delete the building with bad 
data quality 

Statistical method (area 
multiplied by the average 
energy intensity at each 
moment in the dataset) 

72  0.1830  0.6493 Delete the point 
anomalies (global 
outliers) 

– Delete the building that 
behaves differently among the 
reference buildings 

Statistical method (area 
multiplied by the average 
energy intensity at each 
moment in the dataset) 

6  0.2293  0.6568 Delete the point 
anomalies (global 
outliers) and collective 
anomalies (stable 
values) 

– Select the data at each moment 
based on the nearest 
neighbourhood searching 

Statistical method (area 
multiplied by the energy 
intensity calculated from the 
dataset)  
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the input of the model or as the basis for model selection. 
Two types of models were used in the model application process: 

statistical models and machine-learning models. As mentioned in Sec-
tions 2.4, statistical methods are used often in this case, such as seasonal- 

trend decomposition [62,63]. 
Fig. 9 presents a summary of the data-driven workflow used by the 

teams and the best accuracy achieved during the competition. The labels 
in the figure indicate the different method types, which are listed 

Fig. 10. Incorrect data type in energy consumption data.  

Fig. 11. Methods used to recognise abnormal data in the competition.  

Fig. 12. Subdivision of the building-based data selection strategy.  
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beneath the figure. For a clear comparison, the best evaluation scores of 
each team were divided into four groups: 0.6–0.7, 0.7–0.8, 0.8–1.0, and 
1.0+, corresponding to great, nice, good, and fair, respectively. As 
shown in the figure, multiple workflows achieved good accuracy, and 
predictions based on the same workflow did not necessarily achieve 
similar accuracy. The prediction workflow responsible for good accu-
racy had not yet occurred in this case. Different operations in every 
process led to different results. Moreover, the use of machine-learning 
models did not lead to better results. The current machine-learning 
model may not be sufficient to solve such a problem. Further work is 
needed to determine the limitations of the current machine-learning 
models for problem scenarios in which cross-building prediction is 
required without sufficient historical data. 

Table 3 presents the data-driven workflow used by the top five teams 
for W-meter type prediction. As shown in Fig. 9 and Table 3, simple 
statistical methods were frequently used. And Fig. 9 indicates that the 
use of simple methods did not certainly lead to poor prediction accuracy. 
Meanwhile, the use of the machine learning model did not promise good 
accuracy. It seems that the model selection is not the only influencing 
factor of the prediction accuracy. The data preparation process differed 
among the participants, which is worthy of further discussion. As 
mentioned in Section 2.2.2, although the amount of data available has 
been increasing, little attention has been paid to data preparation 
techniques in review studies. Thus, a detailed discussion of the data 
preparation methods is presented below. 

5.2. Data pre-processing methods 

5.2.1. Overview of data pre-processing methods 
Data pre-processing plays an important role in Big Data analysis. 

Data collected using IoT smart meters may have problems such as out-
liers, which may hinder the analysis based on the data [64]. 

Basic abnormal data types can be classified as point anomalies, 

contextual anomalies, and collective anomalies [65]. Point anomalies 
are single-point outliers that are considered anomalous with the rest of 
the data [65]. As shown in Fig. 10, for example, negative and extra-large 
values are typical examples of point anomalies. Contextual anomalies 
are observations or sequences that deviate from the expected patterns 
within the time series [66], such as sudden increases/decreases in 
consumption and large consumption at night. This type of anomaly 
should be certain with the specific context in the time series; otherwise, 
it may be ignored. Collective anomalies [65] refer to a collection of 
related data instances that are anomalous when they occur together. In 
energy consumption data, a stable series is a typical example of a col-
lective anomaly.  

a. Point anomalies 

Point anomalies are the most basic anomalies and have attracted 
attention of most of the teams. Although some pre-processing work was 
done before the contest, as mentioned in Section 2.1, there were nega-
tive outliers. Most of the teams simply found them by setting the lower 
limit of the data to zero. Participants applied different procedures to 
identify positive outliers. The method of Tukey’s fences [67], which is 
based on the interquartile range (IQR) [68], was widely used among the 
participants for detecting outliers. The first quartile was subtracted from 
the third quartile to determine the IQR and then multiplying it with a 
constant such as 1.5, so that a certain value can be determined whether 
it is an outlier. 

However, because a zero value makes sense in the HVAC system but 
may be determined as an outlier with the IQR, the IQR should be 
modified in the present case. Team 6 suggests setting the 99th percentile 
of the dataset as the upper limit of the data. 

The PauTa criterion (3σ law) [69] was also used extensively for 
outlier determination. Team 54 first converted all the data to a 0–1 
normal distribution and then used the PauTa criterion to identify 

Fig. 13. Submissions with data selection based 
on building selection and their accuracy (evalu-
ation score) (the colours in the upper subplot 
marked with numbers in the colour bar indicate 
whether the building was selected and the selec-
tion strategy, the negative values indicate not 
chosen, and the positive values indicate chosen; 
–4 indicates that the building was deleted owing 
to poor data quality; –3 indicates that the build-
ing was deleted because it had a different energy 
consumption distribution from the target build-
ing; –2 indicates that the building was deleted 
because it behaved differently from the other 
reference buildings; –1 indicates that the building 
was simply not chosen; 1 indicates that the 
building was simply chosen; 2 indicates that the 
building was chosen because it behaved typically 
among the reference buildings; 3 indicates that 
the building was chosen because it had the same 
given label as the target building; 4 indicates that 
the building was chosen because it had the same 
energy consumption distribution as the target 
building).   
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outliers. 
Sometimes, data collected from different buildings may have 

different distributions, and it may be a good idea to determine the 
outlier with separated groups. Team 14 used k-means to detect outliers 
in each type of meter data for each building, and Team 27 used the local 
outlier factor, which is widely used for identifying density-based outliers 
[70].  

b. Contextual anomaly 

In this case, contextual anomaly recognition requires combining 
more physical analysis with the data. Because energy consumption data 
have strong physical significance, some expert experience is useful. For 
example, with different load commands in winter and summer, the 
upper limit for judging outliers should be different. Moreover, the load 
command on the weekend and at night is seldom large. Team 85 sets a 
rule based on physical meaning to calibrate the data. They considered 
that the continuous peak load occurring at night was abnormal. They 
also set different upper limits for light consumption data at the weekend 
and HVAC consumption data at night on the weekend. 

Furthermore, as the energy consumption data are time-series data, a 
single point outlier judgement is not sufficient to identify all the 
abnormal values. Values that have a large change rate in the time series 
may be incorrect. Team 80 calculated the first-order difference of the 
energy consumption series and then used the PauTa criterion to deter-
mine the abnormal values.  

c. Collective anomaly 

As for collective anomalies, stable values were regular collective 
anomalies in energy consumption data, which may have been caused by 
sensor errors, sensors being offline, etc. Many participants did not deal 
with them, because these types of values may be nonzero and are easy to 
overlook. Some teams identified stable values by observing the energy 
consumption series plots. Team 18 calculated the standard deviation of 
the daily energy consumption data for each building and then consid-
ered the data with a daily standard deviation below a specified threshold 
as stable values. Team 85 determined data that remained unchanged for 
one week to be stable values. However, the collective anomalies with 
overall offsets in energy consumption did not attract the attention of the 
participants. 

The methods used for abnormal data recognition in the competition 
are shown in Fig. 11, including the methods for detecting points, 
context, and collective anomalies. 

5.2.2. Opportunity for improving data pre-processing methods 
As shown in Fig. 11, the participants paid more attention to point 

anomaly detection and tested more methods, while only a few teams 
dealt with the contextual and collective anomalies in the data pre- 
processing, and the methods they used were not enough automati-
cally. A similar situation occurred in the ASHRAE Great Energy Pre-
dictor III competition, in which most of the winners only paid attention 
to point anomalies [11]. This is typical in today’s data-driven energy 
consumption prediction cases, particularly when an increasing number 
of data science engineers attend, because point anomaly detection re-
quires little physical background knowledge, while the other two 
require. 

Methods for context and collective anomaly detection in energy 
consumption data have been proposed in several papers. Forecasting the 
energy consumption baseline and then detecting the anomalies with the 
baseline is the most widely used strategy. Ploennigs et al. [71] proposed 
an anomaly detection method based on a baseline consumption pre-
diction model, generalised additive models (GAMs), and Chou et al. [72] 
predicted daily consumption baseline with the ARIMA and then identi-
fied anomalies with the baseline by applying the two-sigma rule. 
Additionally, typical daily patterns extracted from energy consumption 

data will help to identify context and collective anomalies. Piscitelli 
et al. [73] proposed an anomaly detection method based on the recog-
nition of anomalous electrical daily energy patterns. 

Context and collective anomaly detection methods perform well 
when the data is as clean as possible; thus, a front point anomaly 
detection process is helpful. This was ignored by the participants who 
focused on the context and collective anomalies in the competition. 
Further work on the data pre-processing workflow can combine the 
point anomaly detection method with context and collective anomaly 
detection methods to achieve better automatic pre-processing. 

5.3. Feature creation and data selection 

5.3.1. Need for feature creation and data selection 
In the competition, participants do not know the historical energy 

consumption data of the target building but instead have some knowl-
edge about the historical energy consumption of several buildings of the 
same type. However, not all buildings marked as the same use type have 
the same distribution of energy consumption. For example, buildings 
sometimes behave differently from their labels [74], and existing 
buildings may have served different or mixed purposes over time. 
Meanwhile, the current research shows that even buildings with the 
same primary use type can have different time-series features [75], 
which indicates their different distributions. Thus, not all the reference 
buildings behaved similarly to the target building at any time. Proper 
data selection, such as clustering, can improve the prediction accuracy 
[76]. Moreover, the features offered to describe the differences among 
buildings, as stated in Table 1, are not sufficient to describe the differ-
ences among the energy consumption distributions. Pattern mining from 
the time series may help us obtain hidden information [77]. Thus, extra 
feature creation or data selection is needed to reduce the amount of 
misleading information for prediction. 

As shown in Figs. 8 and 9, some participants enriched their data 
preparation processes with feature creation and data selection. Some 
teams created features to improve their models, while others focused on 
existing information and chose a method for selecting data. Some teams 
considered that the combination of feature creation and data selection 
may help improve the prediction accuracy; thus, they created features to 
analyse the differences in the building energy consumption distribution 
among buildings and then select data. 

5.3.2. Overview of feature creation methods 
Except for the features given, the features that described the day type 

were important features that significantly affected the energy con-
sumption. Thus, many teams created day-type features, such as nominal 
attributes about the holiday, as the input variables of their models. 

Additionally, some features were created according to the given 
energy consumption time series in the competition. All the temporal 
features in the competition were based on statistics, which are easy to 
obtain but may include rich meaning to help describe the differences 
among buildings. 

Team 18 built three statistical features from the energy consumption 
data to further understand the buildings. They defined the energy con-
sumption intensity of working time, the relative energy consumption 
level of holidays and weekends compared with weekdays, and the 
relative energy consumption level of after-work time on weekdays to 
describe buildings, considering that office buildings differ from each 
other because of different working schedules and additional commercial 
usage. The three features they created were ratio-based features, which 
had a normalising effect, making it easy to compare buildings [41]. 

Team 23 focused on the control strategy and equipment behaviour 
hidden in the time-series data. They built a feature list that included six 
time-series features with physical meanings. Five of the six time-series 
features were related to the cooling plant in the building. They consid-
ered whether there were stages in the daily consumption plot, and in-
formation about the cooling plants, such as the number of chillers 
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equipped and their capacity, could be inferred. Thus, they obtained 
these features through manual analysis of the stages of the daily con-
sumption plot. The other feature was whether the HVAC system is 
equipped with variable-frequency equipment. It was inferred from the 
existence of stages in the consumption plot of the peak-load day. All the 
temporal features that they created were based on manual observation 
of the consumption plot; nonetheless, it was a good attempt at feature 
creation. 

5.3.3. Overview of data selection methods 
Several data selection strategies were used in the competition. They 

can be mainly classified into two types: moment-based and building- 
based. Moment-based strategies involve selecting suitable data at each 
moment, regardless of the specific building. Building-based strategies 
involve determining the building set in use at the beginning and then 
using the data obtained from these buildings for prediction at every 
moment. 

Only one team used a moment-based strategy. It was based on the 
consideration that buildings of the same type may have some moments 
that behave differently from each other, and those in different types may 
also have some moments that behave in the same way. Thus, selecting 
the data of a certain moment may increase the utilisation of the data 
compared with the selection of the building. Team 6 proposed a method 
to automatically select data for each day via a nearest-neighbour search 
in a large-scale dataset [78,79]. Considering that different types of days, 
which are the different days of the week in different months, may have 
different consumption features, they first described the typical daily 
energy consumption time series for each type of day for each building. 
They then abstracted a time series to three features, i.e. the mean con-
sumption before, during, and after the working time. With the features 
extracted from each time series, the difference between them was 
measured using the Euclidean distance. Team 6 then deleted the data 
that behaved differently from others in each day type. 

The building-based strategy was a widely used data selection strat-
egy in the competition. It can be subdivided into several types, as shown 
in Fig. 12. For some teams, buildings were chosen passively by deleting 
the improper buildings, whereas other teams chose them with consid-
eration of their suitability for prediction. 

Analysing a typical building was one of the bases for data selection. 
Buildings that behaved differently from other buildings were not 
selected by some teams, considering that the target building should be a 
group of buildings with traditional behaviour among office buildings. 
Some teams analysed the hourly consumption of a typical day for each 
building and then deleted the buildings with untraditional consuming 
behaviour from the dataset. Team 3 used hierarchical clustering to 
identify the group of buildings with the most traditional behaviour. 
They used the average hourly energy consumption data for one year as 
the characteristic to cluster for each year and each meter type and finally 
chose the buildings in the largest cluster for each type of meter. 

Consideration and attempt to find a building similar to the target 
building among the reference buildings is another basis for data selec-
tion. Although the energy consumption data of the target building are 
not available, some information about the building is provided. Identi-
fying buildings similar to the target building among the 20 buildings 
given was an achievable task. The easiest way to do this (as many of the 
teams did) was to select the buildings that had the same type of HVAC 
system as the target building, i.e. a central plant all-air system. However, 
the consumption difference between system types may not have been 
large, but the occupancy may have had a significant influence. Thus, 
mining the consumption behaviour hidden in the data and inferring that 
of the target building were vital. 

Energy consumption patterns are important characteristics in that 
energy consumption data may have many differences from each other. 
Team 80 used k-medoids to identify typical buildings among all the 
buildings. Then, they analysed which of the typical buildings was closer 
to the target building. With the typical building chosen, they used k- 

means to perform pattern searching and then built the energy con-
sumption data of the target building with every pattern that they found. 

Sometimes, the features of the time series may help us obtain hidden 
information. With three features created, as mentioned in Section 4.3.2, 
team 18 chose buildings with different values of the features as historical 
data to predict the target building and finally selected those that could 
obtain the best accuracy. With the feature list mentioned in Section 
4.3.2, team 23 also easily identified the most similar buildings and used 
them to predict the target building. 

5.3.4. Opportunity on feature creation and data selection of energy 
consumption data 

The feature creation process was applied for two functions in the 
competition: for enriching input variables of the model and for selecting 
data. As previous research has indicated, the model input will signifi-
cantly influence the prediction result; thus, feature engineering has 
gained increasing attention [80]. In the competition, another role of 
feature engineering in building energy consumption prediction calls for 
concern. The role that helps data selection in feature engineering is 
inseparable from knowledge discovery on time-series data. Future data- 
driven prediction frameworks can combine more data-mining tech-
niques with feature creation in the data preparation process to achieve 
higher interpretation and accuracy. 

Fig. 13 presents the building selected and the corresponding accu-
racy for some of the submissions in the competition. The colour in the 
upper subplot, which is marked with a number in the colour bar, in-
dicates whether the building was selected and the selection strategy. As 
shown in the figure, the data selection significantly affected the accu-
racy. Adding building to the training set did not necessarily improve the 
accuracy, and the choice of the building also had a significant influence. 
Because not all the buildings that marked as the same use type have 
similar hourly energy time series. Adding data from buildings that have 
significantly differet time series from the target building will not help 
accurate prediction while selecting data that have similar features from 
that of the target building will be helpful. What’s more, the chosen 
building sets differed among different data selection strategies, as shown 
in Fig. 13. The sample reported in the competition is insufficient to draw 
a conclusion, but the strategies and methods used in the competition 
may aid further analysis. Further research is needed to determine the 
types of buildings that will help predict. 

6. Conclusions 

With the emergence of new energy systems and the widespread use 
of smart meters, accurate load prediction for buildings is demanded. A 
new data context for building energy consumption prediction has 
emerged. 

Previous studies indicate that the new data context has introduced 
not only new opportunities for the development of prediction technol-
ogy but also challenges. According to a review of existing research, there 
are two main ideas for prediction-method improvement. One is to 
develop a hybrid model, and the other is to improve the capability of the 
data-driven model for general scenarios. However, the current methods 
based on these two ideas are still in the early development phase, and 
new methods need to be developed and tested. 

With the analysis of the methods and results from ‘Energy Detective’, 
i.e. a competition that we designed and held with a typical data context 
today, we gained knowledge regarding the status quo and the oppor-
tunity for future prediction-method improvement. 

In general, current techniques have limited accuracy because of the 
prediction with limited physical parameters and historical data of a 
building. Thus, improvement of the methods is needed. In the compe-
tition, ideas were tested, providing insight into possible future 
developments. 

Several teams used hybrid models for prediction. We discuss how 
their models were constructed and whether there are basic strategies for 
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hybrid-model development. After the discussion, hybrid strategies for 
hybrid models were identified.  

• Hybrid models can be built by combining a data-driven approach and 
a physical approach in sequence, parallel, and feedback methods.  

• The choice of a single physical approach for a hybrid can be varied. 
In addition to the single detailed physical modelling of buildings, 
urban building energy modelling can be used for hybrids.  

• The choice of a single data-driven approach for hybrids can also vary. 
Some new data-driven approaches, such as the transfer learning 
prediction model Hephaestus, can be used in hybrid-model 
development. 

Data-driven approaches were popular among the participants. Ana-
lysing the methods used revealed that the choice and application of the 
models were not the only vital parts of the workflow. Thus, we propose 
suggestions for the workflow. Additionally, according to an analysis of 
the data preparation processes used in the competition, including data 
pre-processing, feature creation, and data selection, we drew the 
following conclusions regarding their current states and future devel-
opment ideas.  

• Every process of the data-driven workflow affected the prediction 
accuracy. Different operations in every process may lead to different 
accuracy levels.  

• The data preparation process has not received sufficient attention in 
the current state. As increasing amounts of data become available, 
data preparation will become increasingly important and require 
more attention.  

• Contextual and collective anomalies are as important as point 
anomalies in data pre-processing, but researchers currently pay little 
attention to them. Combining point anomaly detection methods with 
context and collective anomaly detection methods may help achieve 
better automatic pre-processing. 

• Feature engineering, including feature creation, extraction, and se-
lection, plays an important role in improving model interpretability 
and accuracy. It is responsible for not only enriching the input var-
iables of the model but also selecting data in building energy con-
sumption prediction. More data-mining techniques can be applied to 
feature creation in the data preparation process to achieve higher 
interpretability and accuracy.  

• Data selection is vital for the cross-building energy prediction. 
Adding building data to the training set did not lead to a higher 
prediction accuracy. The choice of the building significantly affected 
the results. Several data selection strategies were identified from the 
competition. Further research is needed to determine how to cate-
gorise various types of buildings for energy prediction purposes. 
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