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A B S T R A C T   

Proper building categorization is important in building energy efficiency analysis. Primary space usage (PSU) is a 
typical and widely used commercial building categorization method. The PSU labels are ascertained once the 
buildings are put into use but not always modified on time when the building usages change, which may lead to 
false results in analysis. In this paper, we propose a method to identify mislabeled commercial buildings based on 
analysis of the energy time series collected by electric meters. The method is constructed as follows: (1) data 
cleaning and transformation; (2) three types of temporal feature extraction; (3) several single classifier training, 
and the ensemble classifier building; (4) mislabel building identification and correction. The method provides a 
supervise way to identify mislabeled building. We applied the method to a public dataset from the Department of 
General Services from Washington, D.C. and found that 22.4% of the buildings were mislabeled. We also 
designed 1000 evaluation cases to prove the effectiveness of the method. Based on the results of the cases and the 
good interpretation of the method, we discuss the mislabeled buildings in reality and the temporal differences 
among different PSU-type buildings. We also discuss the renewal or improvement of PSU categorization.   

1. Introduction 

According to the annual report of the International Energy Agency 
(IEA), the overall energy intensity of the buildings sector is increasing 
during the Covid-19 crisis and the building sector has become the largest 
social energy consumer  (Energy Efficiency 2020). Meanwhile, the 
building sector plays a key role in global CO2 emissions and significantly 
influences the way to global net zero  (New Energy Outlook 2020). 
Building energy efficiency, especially that of commercial buildings, has 
become the primary target in energy saving  (World Energy Investment 
2020); thus, building performance analysis is vital. Building energy 
benchmarking, a type of building performance analysis for commercial 
buildings, is an important method to learn commercial building energy 
efficiency and usually serves in energy auditing and analysis of 
energy-saving scenarios  (Zhan et al., 2020). Conventional building 
energy benchmarking aims to establish how much better or worse, a 
given building performs than its peer group; thus, the current energy 
benchmarking metrics are developed based on building categorization. 
A proper building categorization enables a reasonable energy perfor
mance comparison among similar buildings and thus assists in the 
realization of the real state of the energy efficiency of a building. 

1.1. Building categorization 

Primary Space Usage (PSU) is a typical commercial building cate
gorization method and has been widely used in energy benchmarking 
surveys, including the Commercial Buildings Energy Consumption Sur
vey (CBECS) in the United States  Commercial Buildings Energy Con
sumption Survey (CBECS) 2021. Primary Space Usage refers to the 
classification of buildings according to their principal activity, and thus 
buildings are classified into different groups, such as education, office, 
public assembly, and lodging. Different PSUs of the area will have 
different contributions to the total energy consumption owing to the 
various occupancy schedules and equipment with variable energy in
tensity. For example, occupants of the office may work from 8 a.m. to 5 
p.m. and use certain office equipment, whereas occupants of the retail 
store may work from 10 a.m. to 10 p.m. and use high energy intensity 
lighting; thus, the hourly energy of the office and the retail store will be 
different  (Quintana et al., 2021). 

The PSU method is believed to be useful in grouping buildings for 
benchmarking and is easy to obtain in practice. However, with the 
increasing diversity of use and loads in buildings, many buildings are of 
mixed-use type  (Park et al., 2019); for example, some buildings may 
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have commercial use on the lower floors and office use on the upper 
floors. Moreover, with the development of existing building trans
actions, the use types of buildings may change over time. Such scenarios 
provide new challenges for the building categorization such that the 
current PSU types recorded in buildings may no longer be no correct or 
accurate. The labels of the buildings need to be corrected over time, and 
some analyses are needed to determine whether the building categori
zation method should be renewed. 

1.2. Previous studies 

Researchers have realized the importance of building categorization 
and have completed research on it at the current state of building usage. 
Meanwhile, the wide availability of electric meter data enables re
searchers to learn the actual usage of a building by analyzing the energy 
consumption time series. Many building categorization studies have 
been conducted using the data-driven method by analyzing the electric 
meter data, which also called load profiling. Most of the studies were 
developed based on clustering  (Wang et al., 2019), which is an unsu
pervised machine learning method. Benitez et al.  (Benítez et al., 2014) 
used dynamic clustering to classify energy time series. Park, et al.  (Park 
et al., 2019) identified the fundamental load shape profiles of buildings 
using several clustering methods in a large and diverse dataset and 
concluded that it is better at generalization than other studies. Zhan, 
et al.  (Zhan et al., 2020) recategorized the buildings in the school based 
on operation quantification. The operation is quantified using several 
steps of k-means clustering. 

The current study focuses on development of new categorizations, 
from inspiring the current building categorization method in use. 
However, fewer studies have been conducted to analyze how much the 
PSU label fits the description of current buildings. Mislabeled identifi
cation and the correction of the building label for the current buildings 
are seldom focused on. Researchers used to correct the building PSU 
labels by hand based on their engineering experience. Currently, ma
chine learning is widely used in identification or detection scenario in 
engineering fields, such as detection of the solder paste defect  (Sezer & 
Altan, 2021a,b). Mislabeled building may also be identified automati
cally using machine learning methods. Quintana, et al.  (Quintana et al., 
2021) applied clustering on the energy-time series to identify mislabeled 
buildings in two datasets. However, owing to the characteristics of the 
unsupervised method, the clustering results differ significantly from the 
current labels and are difficult to interpret. Carla, et al.  (Brodley and 
Friedl, 1999) suggest that mislabeled data can be identified with su
pervised method, such as ensemble classifier. This idea has been recently 
tested in other fields. Feng, et al.  (Feng et al., 2020) used ensemble 
classifier to identify the mislabeled sample in real dataset. Luengo, et al. 
(Luengo et al., 2021) used multiple instance classifier for mislabeled 
identification. However, ensemble classifier has not been used in mis
labeled building identification. 

Moreover, most of the current methods are based on time-series 
clustering and the data is normalized before clustering. Without 
normalization, buildings with the same energy use pattern but different 
energy intensities may not be assembled together  (Lavin and Klabjan, 
2015). However, building energy intensity is also an important feature 
in energy efficiency analysis, and thus should not be neglected in 
building categorization. Thus, in addition to the analysis of the original 
time series, some researchers have considered extracting temporal fea
tures from the time series for energy analysis. Temporal features are the 
aggregation of the behaviors exhibited in the time series data  (Miller 
and Meggers, 2017) and have been used in several time series fore
casting studies to help improve forecasting accuracy  (Karasu et al., 
2020). The statistical characteristics of the time series over a period such 
as mean, max, min are used in some studies to enrich the input variables 
(Grolinger et al., 2016). Miller et al.  (Miller and Meggers, 2017) 
extracted many temporal features and divided the extracted features 
into three categories: statistics-based, regression model-based, and 

pattern-based. The statistics-based features can be calculated using 
statistical operations, whereas the regression model-based features are 
extracted from the difference between the load prediction model and the 
real data. Pattern-based features were extracted to describe the daily use 
pattern of the building. Najafi et al.  (Najafi et al., 2021) applied several 
state-of-art feature selection methods to the temporal features and 
determined the most influential features for energy prediction. Proper 
temporal features can assist in the reduction of the computation time 
compared with the analysis of the original time series, while simulta
neously retaining the compositions that are useful for energy analysis. 

Meanwhile, as data-driven models are widely used in current studies, 
model interpretability is becoming important. Building professionals 
cannot fully trust data-driven models without enough sufficient inter
pretability  (Fan et al., 2021). This is because researchers cannot learn 
sufficient knowledge on the workability of the data-driven model only 
by analyzing the accuracy metric. Model interpretability can assist re
searchers to understand what the model has learned from the data and 
whether there are some mistakes in the model application  (Doshi-Velez 
and Kim, 2017). Methods for machine learning interpretability can be 
classified as intrinsic or post hoc  (Molnar, 2019). Intrinsic interpret
ability refers to the use of models that are considered interpretable 
owing to their simple structure, such as short decision trees  (Lipton, 
2016). Post hoc interpretability refers to the application of interpreta
tion methods after model training. Fan et al.  (Fan et al., 2019b) develop 
a method to interpret building energy prediction models and the method 
is based on an interpretation model called the local interpretable 
model-agnostic explanation (LIME)  (Ribeiro et al., 2016a; Ribeiro et al., 
2016b). Although some studies included model interpretability analysis, 
many types of research did not, and thus the results are somehow not 
convincing. 

1.3. Aim and objectives 

Based on a review of the previous studies, we conclude the current 
gap as followed.  

• Use clustering to find out new categorization.  
• Always lose temporal features, such as energy intensity.  
• Seldom focus on automatic mislabeled building identification.  
• In need of method with a good interpretation. 

Thus, we develop a method to identify mislabeled commercial 
buildings and the method we developed will have the following 
characteristics.  

• The method is developed based on temporal feature extraction and 
attempted to maintain temporal features, such as energy intensity.  

• The method is developed based on supervised learning and aims to 
identify mislabeled building based on the current building catego
rization method.  

• The method is developed with a good interpretation to face practical 
engineering problems. 

With the above study, we can identify the mislabeled building from a 
set of buildings more convincingly in an interpretable manner than in 
previous studies. The temporal features retained sufficient information 
of the time series in the analysis. The framework based on supervised 
learning makes the results closer to the existing classification situation. 
Thus, the method is more straightforward for misclassification recog
nition tasks. We apply our method in a real case and perform an eval
uation. We believe that our findings will significantly assist in energy 
analysis in practice. 

With the method we developed, we also discussed several problems 
to help obtain a better knowledge of the real world and attempted to 
make some suggestions for future studies. 
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• How is the current state of the mislabel of buildings?  
• Should our categorization be renewed? How can we improve current 

building categorization? 

The remainder of this paper is organized as follows. We provide a 
detailed description of our developed method in Section 2 and apply it to 
a real dataset as a case study in Section 3. We evaluate both on the 
features and the identification accuracy to make our model more 
convincing in Section 4. We analyze the results of the case study in 
Section 5 and attempt to answer the two questions we mentioned above. 
We also discuss the potential future applications and limitations of this 
study in Section 6 and conclude the paper in Section 7. 

2. Methodology 

The framework of this study is presented in Fig. 1. The framework 
can be divided into two parts, mislabel identification and model inter
pretation. This section focuses on the methods used for mislabel iden
tification. First, we discuss how the data is processed for the following 
tasks; subsequently, we focus on what and how the features are 
extracted from the data. In addition, we describe how the ensemble 
classifier is built to identify the mislabeling. 

2.1. Data pre-processing 

The measured data obtained from the electric meter may have some 
problems such as outliers and are always of a different structure from the 
machine learning model input  (Fan et al., 2015). Data pre-processing 
aims to obtain clean data suitable for the following procedure, as 
shown in Fig. 1. The major tasks in data pre-processing include data 
cleaning and data transformation. 

2.1.1. Data cleaning 
The data cleaning procedure in this study aims to remove the 

following types of outliers: (1) the extreme big/small values; (2) the 

values with extremely large front/back first-order differences in the time 
series; and (3) the constant values in the time series. Extreme big/small 
values can be visualized in box plots and detected by calculating the 
inter-quartile range (IQR)  (Aggarwal, 2015). The values with extremely 
large front/back first-order difference denote values that significantly 
differ from the value at the time before or behind, and are always caused 
by the sudden abnormal state of the sensors. Such values can be deter
mined by first calculating the front/back first-order differences and then 
calculating the IQR of the differences. We used the IQR for difference 
outlier determination. IQR is an anomaly detection method developed 
based on the data distribution. Mutations caused by changes in system 
operation are normal in the data distribution, and thus will not be 
considered anomalies. The constant values can be determined using the 
constant value detector function in tsod, a Python package  (API 
Reference 2021). 

2.1.2. Data transformation 
The data transformation procedure in this study refers to the trans

formation of data into three types and thus aims for temporal feature 
extraction. The three transformation types in this study are basic data 
transformation, area-normalized data transformation, and static- 
normalized data transformation. 

a. Basic data transformation 
Basic data transformation aims to transfer raw data into a suitable 

structure for temporal feature extraction. Here, hourly electric meter 
data are required for the following procedure. No normalization is 
performed on the basic data, and thus, the basic data can represent the 
real hourly energy intensity of the entire building. 

b. Area-normalized data transformation 
Area-normalized data transformation refers to the normalization the 

basic data with the building area. Thus, the area-normalized data can 
indicate the hourly intensity per area of the building. The area- 
normalized data is logical because the areas among buildings are al
ways different; thus, the basic data are not sufficient for comparison. 
Accurate building areas are required for this transformation. 

Fig. 1. Overview of the framework.  
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c. Static-normalized data transformation 
Static-normalized data transformation attempts to remove the 

weather-dependence load. The large component of the weather- 
dependent load in a building is the heating/cooling load caused by 
conduction through the building envelope and air infiltration/ventila
tion  (Kelly Kissock and Eger, 2008). The data after removing the 
weather-dependent load represents the energy cost by the occupancy 
and operations. The weather-dependent load was calculated using the 
multivariable change-point model in this study. The weather-dependent 
load consists of three components, the base load, the cooling load, and 
the heating load. Base load is the load that is not related to the outdoor 
temperature, but is required for the regular operation of the building. 
The multivariable change-point model is a piecewise linear model and 
can be calculated using Eq. (1) and Eq. (2). 

Ec = β1 + β2(T − β3) (1)  

Eh = β1 − β2(β3 − T) (2) 

Where Ec/Eh represents the heating/cooling load, and T represents 
the outdoor temperature. β1 is the temperature-independent base load of 
the building. β3 is the balance temperature at which the building does 
not require heating/cooling. β2 is the rate of heating/cooling energy 

increase owing to the outdoor air conditions. 
Fig. 2 shows the application of the multivariable change-point model 

and static-normalized data. As shown in Fig. 2(a), we first resample the 
raw data to daily data and then train the multivariable change-point 
model. We predict the base load and the cooling/heating weather- 
dependent load with the model we trained and then we subtracted the 
predicted load from the real usage for the static-normalized data. Fig. 2 
(b) shows the predicted load and the real usage, and Fig. 2(c) shows the 
plots of the static-normalized data. 

2.2. Feature extraction 

Using the transformed data, we extracted three types of features for 
the analysis. The three categories of the features are statistical features, 
model-based features, and factor-based features. The features are 
grouped based on how they are extracted. Features extracted via similar 
methods may represent a similar characteristic of the time series, and it 
will be addressed in the following procedure. 

a. Statistical features 
Statistical features are extracted from the time series via basic 

mathematical operations. In this study, we calculated the maximum, 
minimum, mean, and different quarter values of the time series over 

Fig. 2. Multi-variable change-point model and static-normalized data.  
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several time ranges (season, month, week, and day). These features 
simply represent the energy distribution of one building. We focused on 
some days and day types because they are meant to analyze the load of 
the HVAC system. For example, the energy cost on the hottest day of the 
year is important to understand the cooling energy required for a 
building. 

We also calculate the energy ratio over time to learn more about the 
difference in energy costs at different moments. Such features represent 
the energy shape of a building. The energy shape of a building is 
important because a building always uses energy at specific moments 
and based on schedule, and different use types of buildings may have 
significant differences in energy shape  (Mathieu et al., 2011). For 
example, the energy ratio of the day and night for an office building can 
provide the energy difference between occupancy time and inoccupancy 
time, and the ratio will differ from that of retail stores. 

b. Model-based features 
We use some developed models and methods to help us extract some 

features from the time series and to call such features model-based 
features. The models and methods used for extraction are the STL 
method, breakout detection, and DayFilter model. 

Seasonal and Trend decomposition using Loess (STL) is a classical 
time series decomposition method that can decompose a seasonal time 
series into three components: trend, seasonal, and the remainder 
(CLEVELAND, 1990). The building energy time series is always in strong 
seasonality, and their decomposition can provide quick and useful in
sights into the operation of the buildings  (Pickering et al., 2018). In this 
paper, we decompose the time series in hourly time granularity and 
regard the day as a seasonal cycle. 

The breakout detection model was proposed by Twitter, which can 
detect the mean shift and ramp-up breakouts in the time series  (Vallis 
et al., 2014). The breakout detection model has been used in several 
building energy time series analysis  (Pickering et al., 2017). Mean shift 
breakouts are the sudden changes from one state to another, whereas 
ramp-up breakouts change smoothly. Breakout detection of the building 
energy time series is important because there are some physical opera
tions responsible for the breakouts. For example, the control logic of the 
HVAC system may change between the cooling and heating seasons, 
causing a breakout in the time series. 

DayFilter is a day-typing model based on the symbolic aggregate 
approximation (SAX) method, and it can recognize the typical daily 
patterns of a building  (Miller et al., 2015). SAX can reduce a time series 
of arbitrary length to a string of arbitrary length, thus help reduce the 
complexity of the analysis of the time series  (Lin et al., 2003). With 
different window and alphabet sizes, the energy time series is trans
formed into SAX strings and thus can be easily grouped into several daily 
patterns. We use a set of window and alphabet sizes for transformation 
and then extract the pattern count and the most frequent daily patterns 
for each transformation. 

c. Factor-based features 
The factor-based features in this study describe the relationship be

tween the time series and its influencing factors. The outdoor temper
ature is well known as an important factor that influences the building 
energy and is the primary focus of this study. Correlation analysis helps 
us understand the relationship between building energy consumption 
and influencing factors, such as outdoor temperature  (Yu et al., 2013). 
Thus, we applied the Spearman correlation calculation on the outdoor 
temperature and the building energy consumption in this study and then 
extracted some statistical features such as mean, maximum, minimum, 
and standard deviation from the calculation results. 

2.3. Ensemble classifier 

As mentioned in the introduction, the correction of the building label 
task was similar to that of a mislabel identification task. The samples 
that be classified into different labels from their current labels may have 
a higher probability of mislabeling than those that are well predicted. 

Thus, the prediction accuracy of the classifiers is not that important in 
this study and the falsely predicted samples are what we mainly focused 
on. In this study, we built an ensemble classifier base on some single 
classifiers for mislabeled classification. The idea of the ensemble method 
is to build a predictive model by integrating several models and 
achieving better accuracy than a single model  (Rokach, 2010). The 
samples that are falsely predicted by the ensemble classifier are more 
convincing to be the mislabeled samples than those falsely predicted by 
the single classifier. Furthermore, because the falsely predicted samples 
are reasonable only when the classifier can accurately predict the 
building label. Some evaluation on whether the classifier can recognize 
mislabeled building is needed and will be presented in Section 4. 

a. Single classifier 
The single classifier used in this study was developed using the 

support vector machine (SVM). SVM addresses the classification prob
lem given by n data records {(Xi, yi), i = 1,2,…n}, where Xi is the i th 
element of the n-dimension vector, that is, Xi = {x1, x2, ...xn} ∈ Rn and 
yi ∈ R is the aim label corresponding to Xi  (Chen et al., 2017). SVM is an 
algorithm that is widely used in building energy analysis, such as fore
casting of electricity load, electricity consumption (Amber et al., 2018). 
Because of its ability to handle nonlinear problems despite the high 
dimensionality of the data (Sun et al., 2020), SVM has been proven to 
achieve a good prediction accuracy in many cases (Foucquier et al., 
2013). 

b. Ensemble method 
The ensemble method used in this study is bagging, and the ensemble 

workflow is shown in Fig. 3. In the bagging method, each classifier is 
trained on a subset of samples taken from the training set  (Rokach, 
2010). In our study, we divided the dataset into several groups based on 
their current labels and then randomly choose several groups as the 
training set to train each classifier. As the building energy dataset does 
not always include many samples for each label, such a method for 
dataset division and choice will enhance the prediction capability of 
every single classifier by ensuring sufficient input samples of each label. 

Thus, the classifiers are combined with weights to build up the 
ensemble classifier. The weighting method used in this study is adapted 
from the majority voting, also known as the basic ensemble method. The 
majority voting means that for a given sample, all classifiers vote their 
class, and the ensemble classifier will predict according to the class that 
obtains the highest number of votes (the most frequent vote) among all 
the classifiers  (Rokach, 2010). In this study, different classifiers will 
have a different label count owing to the dataset division method, and 
thus the vote weights for classifiers should be different. We calculate the 
vote weight of label A for classifier i as in Eq. (3), and then the total vote 
for label A using Eq. (4). The final predicted label for the ensemble 
classifier was calculated using Eq. (5). 

vA
i =

{
m, if L = A

0 (3)  

VA =

∑n
i vA

i

n
(4)  

Lfinal = argmax
(
VA,VB, ...

)
(5) 

Where vA
i indicates the vote of the predictor i; L means the predicted 

label and A means the real label of the building in the data subset; m 
indicate the label count in the data subset. n indicates the total count of 
the classifiers. And Lfinal is the final predicted label for the ensemble 
classifier. 

3. Case study 

We applied the method on a public dataset as a case study to 
determine mislabeled buildings in the dataset. Our computing device is a 
3.8 GHz eight-core Intel Core i7 processor with 32 GB of RAM 3200 MHz 
DDR4. And we are using macOS 10.15.7. The feature extraction process 
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is programmed in python, while the classifier is programmed in MAT
LAB. The model application and the results of the case study are 
described as follows: 

3.1. Dataset 

The dataset used in this study is from the Department of General 
Services of Washington, D.C.  (Commercial Buildings Energy Con
sumption Survey (CBECS) 2021). This dataset is an electrical meter 
dataset, and the data are in a 15-minute interval. We choose 
one-yearlong data and relabeled the building types in wider groups 
according to the PSU categorization  (Zhan et al., 2020). Building types 
without sufficient samples are removed; otherwise, they will function as 
the imbalance group in the classification and are not good for prediction. 
An overview of the dataset is provided in Table 1. 

3.2. Data pre-processing and feature extraction 

We deleted some buildings with energy time series in poor data 
quality, and then 228 buildings of 4 PSU types remained after process
ing. Fig. 4 shows the PSU types and the number of buildings in each type 
in the processed dataset. After data cleaning and data transformation, 
we obtained 3 smooth time series for each building. Subsequently, we 
extracted 4189 features from the time series for each building using the 
methods mentioned in Section 2.2. 

3.3. Ensemble classifier and results 

We trained 10 classifiers for each type of PSU-type combination 
among the 4 PSU types in processed dataset. The 4189 features were 
filtered before each training, and the features that had similar values 
over all samples were reduced to one. Fig. 5 shows the confusion matrix 

of one of the ten classifiers, and the classifier shown in Fig. 5 uses the 
data with the education and public service PSU label. 

The ensemble classifier is built using the bagging method as 
mentioned in Section 2.3. The training process of 10 basic classifiers and 
the ensemble classifier together with the visualizations of training out- 
put took 1.6288 s in total. Fig. 6 shows the prediction results (marked 
as predictions) of the 20 samples of each PSU label. The prediction re
sults of the ensemble classifier (the second line from the bottom) and 
those of the basic classifiers (marked with the classifier name) are pro
vided. Each column represents one building, and the row marked as real 
indicates the PSU label of the building in the dataset. For clarity, we will 
call the PSU label of the building in the dataset the real label. By 
comparing the prediction results of the ensemble classifier and the real 
label, we can determine whether the building is mislabeled. 

The total rate of buildings that were predicted to be mislabeled by 

Fig. 3. The ensemble workflow in this paper.  

Table 1 
Dataset details.  

Properties Dataset (origin) Dataset (processed) 
Number of buildings 322 215 
Date range 2016–02–02 – 

2018–03–02 
2017–01–01 – 
2018–01–01 

Number of days 523 365 
Number of building 

types 
22 4  

Fig. 4. Primary-Space-Usage (PSU) label distribution in the processed dataset.  
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the model is 22.4%. Fig. 7 shows prediction results for each real label. 
There are 14% of the education buildings suggested as mislabel build
ings, whereas there were 40% in entertainment/public assembly, 71% in 
office and 20% in public service. The suggested PSU labels are shown in 
Figure 7 (a) and the predictive mislabel rates are shown in Figure 7 (b). 

The PSU type prediction results for each real PSU type (in the figure, 
Educ indicates Education, Ente indicates Entertainment/public assem
bly, Offi indicates Office, Publ indicates Public service. The number in 
each color section in (a) represents the number of buildings predicted as 
such PSU. The number in the blue color section in (b) represents the 
percentage of buildings predicted as the same PSU label as the real label. 
The number in gray color section in (b) represents the percentage of 
buildings predicted as the different PSU label from the real label.) 

4. Model evaluation 

As mentioned in Section 2.3, an evaluation of whether the classifier 
can recognize mislabeled buildings is needed. Thus, we first analyze 
whether the features we extracted can describe the PSU types and be 
useful for classification by random feature test. Secondly, we design a 
case in this study to evaluate whether the model could recognize mis
labeled buildings. 

4.1. Random feature test 

In a random feature test, we randomly choose values for features 
before inputting them to train the classifier. Such a test can simply 
determine whether the extracted features are useful for classification. If 
the classification accuracy with the random features is nearly the same 
as that with the real extracted features, the extracted features can be 
regarded as meaningless for classification. We perform random feature 
tests on every single classifier to determine whether the extracted fea
tures can describe the PSU labels. 

Fig. 8 shows the results for the classifier that includes all the four PSU 
labels. In the figure, the bars and lines in blue indicate the results 
calculated with the extracted features while the extracted features, 
whereas those in red indicate the results calculated with random fea
tures. The x-axis of the figure shows the prediction accuracy of the 
classifier with a single feature, and most of the extracted features have 
higher accuracy than the random features. Thus, most of the features we 
identified were important for the classification task. 

4.2. Evaluation case study 

The evaluation case is designed to prove that the buildings suggested 
as mislabel buildings by the model are those behaving differently from 

their PSU types. Thus, we randomly choose several buildings and pro
vided false labels before inputting the model to test whether they could 
be identified. Such tests were performed 1000 times in this study, and 
Table 2 provides a brief description and an example of these tests. 

Fig. 9 shows the prediction results of the evaluation case example 
No.965, and a brief description of this case is presented in Table 2. In the 
figure, each column indicates a building, and the prediction PSU label, 

Fig. 5. The confusion matrix of the classifier on PSU label Education and 
Public services. 

Fig. 6. The prediction results of several samples for each PSU label (in the 
figure, Educ indicates Education, Ente indicates Entertainment/public assem
bly, Offi indicates Office, Publ indicates Public service). 
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the real label, and the manual mislabel are listed in the bottom three 
rows. Because the label is predicted with classification, the label in
dicates that the building is then similar in behavior to the rest of the 
buildings tagged with that label. Buildings with the same label are more 
likely to be in the same use type. If the prediction label differs from the 
manual mislabel, this means that the mislabel is determined by the 
model. We define recognition as the proportion of the mislabeled 
buildings recognized by the model. Accuracy is defined as the propor
tion of mislabeled buildings that are predicted right by the model. 
Because the developed model in this study focuses on the mislabeling in 
the dataset, the situation of whether the prediction label is the same as 
the manual mislabel will be addressed in the following analysis. 

To discuss the prediction results more clearly, we define two evalu
ation metrics to describe the results. These two evaluation metrics are 
adapted from, the recall and precision metrics, for binary classification. 
Recall is the proportion of real positive cases that are correctly predicted 
as positive, and precision denotes the proportion of predicted positive 
cases that are correctly real positives  (Powers, 2010). In this study, we 
adapt Recall as the proportion of the mislabeled building that are 
correctly recognized, and Precision as the proportion of the recognized 
mislabeled buildings that were actually mislabeled. Thus, Recall in
dicates whether the model can recognize all the mislabeled buildings, 
and Precision indicates how many of the buildings that suggested mis
labeling by the model were mislabeled. It should be noticed that Recall 
has the same meaning as the recognition earlier mentioned, and it is the 
main metric of focus. 

Fig. 7. . The PSU type prediction results for each real PSU type (in the figure, Educ indicates Education,  Ente indicates Entertainment/public assembly, Offi indicates 
Office, Publ indicates Public  service. The number in each color section in (a) represents the number of buildings predicted as such PSU. The number in the blue color 
section in (b) represents the percentage of buildings predicted as the same PSU label as the real label. The number in gray color section in (b) represents the 
percentage of buildings predicted as the different PSU label from the real label.). 

Fig. 8. . Random feature test results for a single classifier.  

Table 2 
Evaluation case details.  

Properties Evaluation case Example 
Evaluation count 1000 No. 965 
Manual mislabel count 1 - 46 45 
Mislabel rate in a single label 0% - 46.8% 

(random choice for label) 
22.86% in Educ 
38.46% in Ente 
16.67% in Offi 
26.32% in Publ  

Fig. 9. . The prediction results of case No.965 (in the figure, Educ indicates Education, Ente indicates Entertainment/public assembly, Offi indicates Office, Publ 
indicates Public service. Predict indicates the prediction label, real indicates the PSU label in the dataset, and the label indicates the manual mislabel). 
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Table 3 and Fig. 10 lists the results of the evaluation tests and all the 
values are mean in the group. Because the buildings were randomly 
chosen for mislabeling, we obtained 3852 groups of metric results for 
every 4 PSU types from 1000 tests. As the mislabel rate increased from 
0 to 46.8%, Recognition maintains a stable and high value of approxi
mately 95% such that the model could recognize the mislabel buildings 
accurately among the mislabel rates in the evaluation tests. The accu
racy decreases when the mislabel rate increases; however, it remains at 
approximately 80%. It seems that the model can correct the building’s 
label when the mislabel rate is not more than 46.8%, and the correction 
accuracy decreases when the mislabel rate increases.  

In summary, with the evaluation cases, we proved that our model can 
recognize the mislabeled building in the dataset and can provide 
important suggestions on which PSU label the mislabeled building 
should belong to. The results in the evaluation cases also indicate that 
model have uncertainty from input data. Specifically, it means that 
when the mislabeling rate in a certain original labeled building is too 
high, it makes the uncertainty of the model increase and the recognition 
accuracy decrease. The mislabeled buildings determined by the model 
may not be mislabeled in reality. However, the recognition is still logical 
because it is more important to complete the search in the mislabel 
recognition task. Further analysis of buildings identified as mislabeled 
by experts can determine whether each building is mislabeled. Our 
model provides a set of possible solutions that significantly reduces the 
workload of expert analysis. 

5. Result analysis and interpretation 

In Section 3, we introduce the application of our model to a dataset 
that is collected from the real world, and we prove in Section 4 that our 
model can recognize and correct the mislabeled building. Thus, the 
buildings that were suggested to be mislabeled by the model in the case 
study in Section 3 are worth attending to and will be discussed in this 
section. Meanwhile, as our model is structurally transparent and easy to 
interpret, some interpretations of the differences among different PSU 
labels in the dataset in the case study will also be presented. 

5.1. Mislabel buildings in the real world 

As shown in Fig. 6 and Figure 7, 22.4% of the buildings were pre
dicted to be mislabeled by the model, and buildings with all PSU types 
had some mislabeled cases. There is a certain amount of mislabeling of 
buildings under each PSU label and may cause incorrect energy analysis 
based on such mislabels. Thus, the identification of mislabeled buildings 
is essential before building performance analysis. 

The correction of building PSU labels shows the common mislabeling 
situations in reality. We may determine the mislabeled buildings with 
the Education label are predicted by the public service and office, but 
not entertainment. This indicates that some buildings built with edu
cation usage may be used for public service and offices in reality but 

seldom used for entertainment. Such results are in line with our per
ceptions because we seldom see that education buildings are used for 
entertainment. Similar results were also found in entertainment/public 
assembly buildings. Buildings labeled as entertainment may be used as a 
public service but seldom used as education or office. Mislabeled public 
service buildings may mainly be used for education and entertainment. 

The number of buildings with Office labels, predicted to be mis
labeled stands at 71%., which indicates that the actual office buildings 
have numerous uses that do not match the label. Although the mislabel 
rate, here, is high and thus the correction results are not sufficiently 
convincing, the high mislabel rate is still important in suggesting that 
the Office label may not be accurate to describing the building usage. 
The Office labels may need further refinement, to describe the building 
usage more accurately. 

Meanwhile, some buildings may have mixed usages, according to our 
results. As shown in Fig. 6, some buildings are predicted as different 
labels from the real label in every basic classifier, such as building 126 in 
Fig. 6(b), building 370 in Fig. 6(c), and building 182 in Fig. 6(d). Such 
buildings may have multiple use types simultaneously, and thus their 
energy time series have similar features to the multi-type buildings. 
With the high transparency of the ensemble classifier, we can calculate 
the number of buildings that may have mixed usages by analyzing the 
predicted label given by every single classifier. There are 32 buildings 
among 215 buildings that may have mixed usages, which indicates that 
buildings with mixed usages are common in the current state. Thus, 
more studies on the description of mixed-usage buildings are needed. 

5.2. The temporal difference among PSU labels 

To study the influence of building usage in different PSU labels on 
the energy time series of the building, we analyzed the influence of the 
individual input features on classification  (Miller, 2019). Moreover, to 
remove the influence of the high correlative features, we use hierar
chical clustering to determine the high correlative features and choose 
the cluster centers as a representation of clusters (Fulcher and Jones, 
2017). To reduce the amount of calculation, we use 500 features with 
high prediction accuracy in a single feature classifier for clustering. 

For each binary classifier, we analyzed the top 10 cluster center 
features and the results are listed in Table 4 (in appendix) and Fig. 11. 
The major difference between education buildings and entertainment 
buildings is the different energy consumption in a week. Education 
buildings may have higher energy consumption during weekdays than 
weekends, whereas the reverse is true for entertainment buildings. The 
energy used in education buildings for several months also differs from 
that in entertainment buildings. Education buildings have different oc
cupancy schedules in a year, which differs significantly from that of 
entertainment buildings. Meanwhile, more equipment in the education 
buildings leads to a difference in the cost of cooling energy compared to 
entertainment buildings. 

To the best of our knowledge, education buildings and office build
ings may have similar occupancy schedules during a week. In this study, 
we found that the energy consumption of education buildings on Friday 
differ from that of office buildings. Meanwhile, the energy intensity also 
differs between the education buildings and the office buildings. 

The major difference between education buildings and public service 
buildings is the energy consumption in different day types during a 
week. The features in Error! Reference source not found. indicate these 
differences. This difference is easy to be interpreted with our common 
knowledge. The occupancy schedule of the education buildings differs 
from that of public service buildings and thus causes different energy 
patterns. 

The energy consumption on Monday, Friday and weekends of the 
entertainment buildings differ from those of the office buildings because 
of their different occupancy schedules. In addition, the energy intensity 
differs between entertainment buildings and office buildings. 

Entertainment buildings and public service buildings have a 

Table 3 
Evaluation results.  

Mislabel rate in a 
single label 

Recognition/Recall 
(mean) 

Accuracy 
(mean) 

Precision 
(mean) 

(0.0131, 0.059] 0.9608 0.9147 0.4415 
(0.059, 0.104] 0.9359 0.8545 0.5154 
(0.104, 0.15] 0.9517 0.8664 0.5799 
(0.15, 0.195] 0.9795 0.9412 0.3578 
(0.195, 0.241] 0.9338 0.8300 0.6200 
(0.241, 0.286] 0.9249 0.8153 0.6266 
(0.286, 0.332] 0.9384 0.8132 0.6294 
(0.332, 0.377] 0.9317 0.7947 0.6122 
(0.377, 0.423] 0.9400 0.7791 0.6511 
(0.423, 0.468] 0.9692 0.7933 0.6150 
Total 0.9572 0.8909 0.4748  
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difference in energy consumption without the influence of the weather. 
Such energy consumption is contributed by equipment and occupancy in 
the entertainment buildings and public service buildings. In addition, 
the occupancy schedules of the entertainment buildings and public 
service buildings are indifferent and thus cause different energy con
sumption in specific day types during a week. 

The major difference between office buildings and public service 
buildings is the energy consumption in different day types during a 
week. This is easy to interpret because two types of buildings have 
different occupancy schedules. 

With the analysis of the features, we studied the temporal differences 
among buildings of different PSU types. We proved that the difference is 
not only in the energy patterns but also in the energy intensity; for 
example, education buildings and office buildings have different energy 
intensities owing to the different equipment and occupancy intensity. 
This may indicate that pattern analysis based on time series normali
zation and simple clustering is not sufficient for building categorization. 
Energy intensity plays an important role when benchmarking the energy 
efficiency of buildings among a group of similar buildings; thus, it 
should not be ignored in building categorization and related studies.5.3 
Building PSU label revisited 

With the method we developed in this study, we studied the current 
state of mislabeling. Thus, another question arises: should our catego
rization be renewed? How can we improve current building categori
zation? Although the PSU label has been widely used, it may require 
modifications to meet the current state. As discussed in Section 5.1, the 
rate of mislabeling of the office building is high in our case study and 
indicates that the office buildings, in reality, have different energy 
performances from each other. Office buildings in the real world may 
have multiple semi-types as the work types in the office building vary 
and may have different work schedules and equipment needs. Moreover, 
we found that 32 of the 215 buildings may have mixed usage in our case 
study. These results indicate that mixed usages is common in reality. 
Thus, further refinement for building labels is required and thus can 
describe the building usage more accurately. 

The analysis of the temporal features provides temporal evidence for 
PSU building characterization. Buildings in different PSU labels have a 
temporal difference in their energy performance, and the PSU labels can 
be ascertained by temporal analysis. With the analysis, we also found 
that building PSU labels can indicate the main occupancy schedule types 
and energy intensity levels of the building, and thus can be used for 
building benchmarking. 

In conclusion, the current PSU labels are mostly suitable for many 
cases; however, they require supplementation in the current state of 
mislabeling. Supplementation includes the definition of some mix-use 

types and the refined definition of office buildings. 

6. Discussion 

As shown in the results, several buildings were identified by the 
mislabel identification method as mislabel buildings, and their PSU la
bels were corrected in the case study. In the evaluation section, we 
proved the capability of mislabeling identification and label correction 
of the method. In our proposed method, the temporal features retained 
sufficient information of the time series in the analysis. The framework 
based on supervised learning makes the results closer to the existing 
classification situation. Thus, the method is more straightforward for 
misclassification recognition tasks. 

The method proposed in this paper can identify mislabeled buildings 
in the dataset and thus help improve the categorization accuracy. Using 
the method before building benchmarking can ensure that buildings of 
similar use types are analyzed together. Thus, we can understand the 
energy efficiency state of the building more accurately by comparing 
similar buildings. The proposed method can be used as an essential 
process before building energy benchmarking to help study the real state 
of energy efficiency. As shown in Section 4.2, the model performance 
mainly depends on the input data. When the mislabeling rate of the 
input data is too high, the uncertainty of the model will increase and the 
recognition accuracy will decrease. Further analysis of buildings iden
tified as mislabeled by experts is needed at that time to help determine 
whether each building is mislabeled. With the set of possible solutions 
provided by our model, the workload of expert analysis will significantly 
reduces. 

Furthermore, as shown in Section 5.2, the method has high model 
transparency and is easy to interpret. Our method opens the black box of 
the building PSU label and helps us understand how buildings with 
different PSU labels behave differently in their energy time series. When 
we apply the method to a larger dataset, we can analyze the difference 
among more PSU labels and thus determine the representative temporal 
features and their distributions for each type. The representative fea
tures and distributions can broaden our understanding of energy con
sumption in the real world and thus will be helpful for future building 
performance analysis and simulation studies. 

The temporal features extracted using this method may have wider 
usage in energy time-series analysis. As an increasing amount of energy 
meter data from buildings become available, energy time series analysis 
is becoming an important method to study the real state of the energy 
cost in buildings. Analysis with temporal features reduces the 
complexity of time-series analysis. The temporal features extracted in 
this study are easier to understand with our domain knowledge than the 

Fig. 10. . Evaluation results.  
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Table 4 
The top 10 cluster center features in binary classifiers.  

Classifier name Feature type Name of the cluster center Features in the 
cluster 

Descriptions 

Education Vs 
Entertainment 

Statistical feature in day type Weekdays_50% 5 The energy consumption in weekdays 
Statistical feature in day type Weekend_mean 12 The energy consumption in weekends 
Statistical feature Top 10% energy consumption 2 The energy intensity 
Model-based feature (STL model) Remainder_July_std 2 The energy variation from the usual situation in July 
Model-based feature (STL model) Remainder_May_std 8 The energy variation from the usual situation in May 
Statistical ratio in day type Weekend_innerratio_meduimvs95_mean 1 The energy consumption shape in weekends 
Model-based feature (multi- 
variable change-point model) 

Coolingmax 3 The energy used for cooling 

Model-based feature (STL model, 
weather normalized) 

Seasonal_weekly_std 2 The weekly seasonal energy consumption without 
the influence of weather 

Model-based feature (STL model) Trend_Jun_std 2 The energy consumption trend in June 
Model-based feature (STL model) Seasonal_weekly_Sat_mean 2 The weekly seasonal energy consumption on special 

day type 
Education Vs Office Statistical ratio in day type Ratio_Fri.all_25% 1 The energy ratio between Friday and all days 

Model-based feature (STL model, 
weather normalized) 

Trend_Feb_std 1 The energy consumption trend in February 

Statistical feature mean 67 The energy intensity 
Statistical ratio in day type Ratio_Fri.weekdays_25% 4 The energy ratio between Friday and weekdays 
Model-based feature (STL model) Remainder_Apr_std 1 The energy variation from the usual situation in April 
Model-based feature (STL model, 
weather normalized) 

Seasonal_weekly_Fri_mean 1 The weekly seasonal energy consumption without 
the influence of weather on Friday 

Statistical ratio in day type Ratio_Thur.Wed_75% 1 The energy ratio between Thursday and Wednesday 
Statistical feature in day type Weekdays_25% 5 The energy consumption in weekdays 
Model-based feature (STL model) Remainder_Jun_mean 1 The energy variation from the usual situation in June 
Model-based feature (STL model) Trend_May_mean 1 The energy consumption trend in May 

Education Vs Public 
service 

Statistical feature in day type Weekend_mean 17 The energy consumption in weekends 
Statistical feature in day type Mon_mean 1 The energy consumption in Monday 
Statistical ratio in day type Ratio_Sat.Thur_mean 13 The energy ratio between Saturday and Thursday 
Statistical ratio in day type Ratio_Sun.Sat_25% 1 The energy ratio between Sunday and Saturday 
Model-based feature (STL model, 
weather normalized) 

Seasonal_weekly_Sat_mean 2 The weekly seasonal energy consumption without 
the influence of weather on special day type 

Statistical ratio in day type Ratio_weekend.weekdays_75% 22 The energy ratio between weekend and weekdays 
Statistical ratio in day type Ratio_weekend.all_50% 63 The energy ratio between weekend and all days 
Statistical ratio in day type Ratio_Mon.all_mean 2 The energy ratio between Monday and all days 
Statistical feature in day type Mon_50% 1 The energy consumption in Monday 
Statistical feature in day type Fri_mean 2 The energy consumption in Friday 

Entertainment Vs 
Office 

Statistical feature Max hour of day 2 Max energy consumption hour of day 
Model-based feature (STL model, 
weather normalized) 

Seasonal_weekly_std 1 The weekly seasonal energy consumption without 
the influence of weather on special day type 

Model-based feature (DayFilter) 3_4h_Sun_freqover_0.2_groupscount 5 The daily pattern in Sunday 
Model-based feature (STL model) Seasonal_weekly_std 1 The weekly seasonal energy consumption without 

the influence of weather 
Statistical feature in day type Weekend_mean 18 The energy consumption in weekends 
Statistical feature Top 10% energy consumption 2 The energy intensity 
Model-based feature (DayFilter) 7_8h_Sun_freqover_0.1_groupscount 2 The daily pattern in Sunday 
Statistical ratio in day type Ratio_Mon.all_25% 1 The energy ratio between Monday and all days 
Statistical ratio in day type Ratio_Fri.all_25% 1 The energy ratio between Friday and all days 
Model-based feature (DayFilter) 3_4h_Sat_freqover_0.4_groupscount 2 The daily pattern in Saturday 

Entertainment Vs 
Public service 

Model-based feature (multi- 
variable change-point model) 

Total_CVRMSE 10 The energy used without the influence of weather 

Statistical feature Max hour of day 2 Max energy consumption hour of day 
Model-based feature (STL model, 
weather normalized) 

Trend_May_std 1 The energy consumption trend in May without the 
influence of weather 

Statistical ratio in day type Weekend_meduimvsmax_std 16 The energy consumption shape in weekends 
Model-based feature (STL model) Remainder_May_std 2 The energy variation from the usual situation in May 
Statistical ratio in day type Ratio_Sat.weekend_std 5 The energy ratio between Saturday and weekend 
Statistical ratio in day type Ratio_Fri.Wed_std 32 The energy ratio between Friday and Wednesday 
Model-based feature (STL model, 
weather normalized) 

Trend_Aug_std 1 The energy consumption trend in August without the 
influence of weather 

Statistical ratio in day type Ratio_Thur.weekend_std 10 The energy ratio between Thursday and weekend 
Model-based feature (STL model, 
weather normalized) 

Remainder_Sep_std 2 The energy variation from the usual situation in 
September without the influence of weather 

Office Vs Public service Statistical ratio in day type Ratio_Sat.Fri_mean 3 The energy ratio between Saturday and Friday 
Statistical feature in day type Sat_mean 2 The energy consumption in Saturday 
Statistical ratio in day type Ratio_Mon.weekend_25% 11 The energy ratio between Monday and weekend 
Statistical feature in day type Fri_50% 2 The energy consumption in Friday 
Statistical feature in day type Sun_mean 15 The energy consumption in Sunday 
Model-based feature (STL model) Seasonal_weekly_std 1 The weekly seasonal energy consumption 
Statistical feature in day type Mon_mean 1 The energy consumption in Monday 
Statistical ratio in day type Ratio_Thur.Wed_25% 1 The energy ratio between Thursday and Wednesday 
Model-based feature (STL model, 
weather normalized) 

Seasonal_weekly_std 1 The weekly seasonal energy consumption without 
the influence of weather 

Statistical feature in day type Mon_50% 1 The energy consumption in Monday  
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features extracted with some data-driven methods or deep learning 
methods, such as primary component analysis (PCA) (Miller et al., 2018) 
( and autoencoder (Fan et al., 2019a). Thus, they are easier to accept by 
domain experts and have wider usage in engineering practice. 

However, our method still has some shortcomings. Our limitation of 
this work is the further assessment of the extent to which the mislabel 
building is far from its PSU label. We can find some hints that the 
mislabel buildings identified by the ensemble classifier have different 
single-classifier vote results, as shown in Fig. 6. For example, building 
165 and 174 in Fig. 6(b) are corrected as education buildings, whereas 
they have different classification results in the classifier that includes the 
PSU types education, entertainment and public service. The second 
limitation of our work is that our proposed model for classification is 
SVM because of its good accuracy in related work reported previously. 

More models are earning further work and attempt to improve the model 
identification accuracy. Third, more temporal features can be extracted 
from the model, such as the features based on the Fourier decomposition 
model. Although numerous features have been extracted from the time 
series and the method has good identification accuracy, we cannot prove 
that the features we extracted include all the temporal information 
needed for categorization. Finally, the method has not been applied to a 
larger dataset that includes more PSU types. Although we evaluated our 
model capability in some cases in this study, more cases are needed to 
analyze the performance of the method when facing wider usage. 

7 Conclusion 

In this study, we present a method for identify mislabeled 

Fig. 11. . The top 10 cluster center features in binary classifiers.  
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commercial buildings based on an analysis of the building energy time 
series collected by electric meters. Our focused label is a widely used 
categorization metric, primary space usage (PSU). The method enabled 
the comparison of buildings with different PSU labels by comparing the 
temporal features extracted from the energy time series. The main 
purpose of the method, which is the identification of the mislabeled 
buildings, is achieved by the prediction of the ensemble classifier. The 
predicted labels indicate the suggested labels of the buildings, and thus 
can help identify the mislabeling and correct the labels of the mislabel 
buildings. Our method was applied to a public dataset that comes from 
the Department of General Services from Washington, D.C. as a case 
study, and 1000 cases were designed to evaluate the identification ac
curacy and correction accuracy. The results of the case study showed 
that 22.4% of the buildings were mislabeled, and there were high 
mislabel rates in the office buildings. The results also indicated that the 
mix-use type is common in the real world and needs more attention. 
Meanwhile, the high transparency of the method assisted us in further 
studies on the temporal differences among buildings with different PSU 
labels. We learned that the current PSU labels are mostly suitable for 
many cases but required supplementation in the current state of mis
labeling, especially the supplementation for the sub-label of the office 
buildings and mix-use buildings types. In conclusion, our proposed 
method can be used as an essential process before building energy 
benchmarking to help study the real state of energy efficiency and can 
assist us in further studies on building categorization in the real world. 

Declaration of Competing Interest 

None 

Appendix 

In Section 5.2, we analyzed the top 10 cluster center features for each 
binary classifier. The results are listed in Table 4. 
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